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Abstract

We study the gains of improving forecasting for a policymaker who faces a re-
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the ability to forecast future states. We then study the role of forecasting for optimal
armed conflict prevention in a model which is estimated using a large cross-country
panel. Prevention benefits are substantial but critically depend on the systematic use
of forecasting. The information rent of using a forecast is larger than 60% of GDP.
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1 Introduction

Prediction policy problems are common. From high inflation, banking crisis, epidemics,
crime, and climate disasters to armed conflict, predicting the right timing and targeting
of a policy could be as important for overall efficacy as the average treatment effect of the
chosen policy tools conditional on good targeting (Kleinberg et al. 2015). The last decade
has seen an explosion in the capabilities of machine learning methods and data to train
prediction models and computing costs have gone down. However, their use for policy
targeting poses challenges, and public policies are typically not evaluated in systems that
integrate quantitative forecasts based on machine learning.

This article is an attempt to help fill this gap. It proposes a framework for integrat-
ing forecasts into a dynamic model of decision making that can be solved with stan-
dard optimization tools and applies it to policies concerning armed conflict. We build the
framework from forecast data which we summarize using a Hidden Markov model. The
fundamental building blocks of our model are latent Markov stages, each with a different
payoff, and a transition matrix, capturing the policymaker’s beliefs regarding dynamics
across stages.1 Given these ingredients, we can rank stages according to their present
value in the absence of policy interventions, and simulate alternative policy options.

Picture a benevolent policymaker who decides in a dynamic setting to intervene de-
pending on the observed two stages: the good and the bad stage. We model policies
as costly actions that increase the likelihood of staying in or transitioning to the good
stage. More specifically, we define prevention as a reduction in the probability of transi-
tioning from the good to the bad stage and de-escalation as increasing the probability of
transitioning from the bad to the good stage. Using the most parsimonious model, we
show theoretically that, ceteris paribus, prevention tends to crowd in de-escalation but
de-escalation can crowd out prevention.

We treat this framework as a laboratory to analyze the role of forecasting in policy
making. We model forecasts in this framework as a differentiation of stages into sub-
stages with differing levels of probabilities of transitioning to bad stages. Under full in-
formation the policymaker can differentiate the true dynamics between stages and can act
accordingly. The policymaker under partial information takes decisions based on some ob-
servable characteristics but cannot systematically plan policies based on the full set of the
true sub-stages. Based on the different choices resulting from these two information sets,
we define an information rent as the difference in resulting welfare.

A natural application of this framework is the prevention and de-escalation of armed
conflict. Conflict prevention is regarded as one of the key policy challenges of the in-
ternational community in the 21st century. Increasing evidence in the academic litera-
ture points towards the fact that avoiding or escaping the so-called conflict trap would
have large developmental effects.2 But, in his first address at the Security Council, the
United Nations Secretary-General (2017) emphasized that it had proven very difficult to
persuade decision-makers to make prevention their priority. In a world experiencing an

1We refer to Markov states as stages rather than states to avoid confusion with nation-states in the
context of conflict.

2See Collier et al. (2003), Rohner and Thoenig (2021) and Margalef and Mueller (2023).
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increasing number of open and intense armed conflicts it is difficult to muster the re-
sources for prevention as this means spending resources upfront to avoid humanitarian
disasters in an uncertain future.

In light of the absence of conflict prevention efforts, we bring our framework to the
data under the assumption that policymakers currently operate under partial informa-
tion. First, we estimate dynamics in the true model using monthly conflict forecast data
for 168 countries over the period 2010-2024 in a Hidden Markov Model.3 However, we
then assume that policymakers operate under partial information which prevents them
from distinguishing different levels of risk during peace. Though conflict risk during
peace is generally relatively low, some peaceful stages are characterized by higher con-
flict risk than others. We use data on GDP growth, conflict fatalities, refugees, Over-
seas Development Assistance (ODA), and a specific observed conflict de-escalation pol-
icy - the adoption of power-sharing agreements - to calibrate the model. Power-sharing
agreements are often backed externally through mediation, foreign aid, and peacekeep-
ing forces and have been shown to be relatively effective in reducing violence. However,
they are almost exclusively implemented in high risk stages with open or recent armed
conflict. This gives us the opportunity to estimate policy effectiveness levels and some
aspects of intervention costs from these policy bundles. To derive an estimate of the pre-
vented conflict damages we associate the different conflict risk stages in the model to
economic growth, refugees, humanitarian aid, and fatalities. This gives us a full descrip-
tion of stages, transitions, and damages under partial information.

We then expand the model to full information to demonstrate that, under conserva-
tive assumptions about intervention costs, current forecasting systems are able to gener-
ate cost effective opportunities for early intervention. Gains from prevention are signifi-
cantly larger than their costs and approach the benefit-cost ratio of interventions in open
conflict. We also find strong evidence for the mechanisms we identify in the theory. De-
escalation in conflict is able to dent the incentives for prevention significantly whereas
prevention strengthens the incentives for later interventions. Finally, we derive the infor-
mation rent. The differentiation into low and high-risk sub-stages increases the incentives
to prevent transitions into high-risk stages with a profound impact on welfare: we find
an information rent from forecasting of 60% of GDP with a standard deviation of 16%.4

Our paper builds on a large literature studying conflict. The first strand is a litera-
ture studies the causes of conflict and derives policy implications for preventing or de-
escalating it.5 Our work here relates most closely to work studying the role of political
institutions and political power sharing.6 In a theoretical approach, Laurent-Lucchetti
et al. (2024) analyze the informational rent of democracy in the context of bargaining
between ethnic groups. Instead, we evaluate the dividend generated by access to infor-

3The webpage https://conflictforecast.org/ provides monthly updates of forecasts with a yearly
horizon.

4This may be a lower bound given that in our conflict damages we do not model the costs conflict have
on neighboring countries, which have been estimated to be substantial (Federle et al. 2024).

5For overviews see Blattman and Miguel (2010), Blattman (2023), Rohner (2024).
6See Acemoglu and Robinson (2001), Besley and Persson (2011b), Francois et al. (2015), or Mueller and

Rauh (2024).
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mation within the context of conflict prevention. A second large literature is concerned
with forecasting conflict.7. We bring these two branches together and model forecasts
to optimally target policies. The literature most closely in spirit to our work are recent
quantitative approaches that model economic development, policy, and conflict jointly.
Couttenier et al. (2024) focus on the spatial interaction between violence and develop-
ment. In contrast, our focus is on the incentives for prevention versus de-escalation, and
how forecasts interact with these incentives. Thoenig (2023) studies the interplay between
trade and diplomatic negotiations for which strategic behavior is of first order. Our model
contains no strategic interactions but introduces a new model of how forecasts shape the
information set and optimal policy.

The calibration of our model and stage space is specific to conflict. Nonetheless, we
believe that the framework can be applied elsewhere. The policy prediction problem in
the context of conflict is similar to those in climate change, macroeconomic policy, and fi-
nancial crisis management. Weitzman (2007) discusses how the presence of tail risk calls
for earlier rather than later action in the context of climate change. In macroeconomics,
Bernanke and Mishkin (1997) discuss extensively how targeting inflation requires reli-
able forecasts in order to time policies correctly.8 Similarly, financial regulations aim to
preempt crises, while post-crisis measures often involve costly bailouts and interven-
tions. This dynamic is analyzed in works by Bianchi (2016) and Jeanne and Korinek
(2020), which examine the balance between crisis prevention and response. Svensson
and Williams (2005) use a similar approach to ours to show that policies can be tailored to
discrete states in a Markov model that depends on debt levels, reflecting the mechanism
where high indebtedness increases crisis risk. One aspect that makes these problems
similar is that the literature is increasingly experimenting with machine learning when
forecasting but the resulting forecasts have to date not been introduced into models to
derive optimal policy.9 We contribute a dynamic framework with policy interventions
that builds on forecasts derived from machine learning models.

The prediction model relies heavily on topics derived from six million newspaper ar-
ticles.10 The economics literature has long integrated data gained from text to model
expectations and uncertainty. Our project is related to the literature on news shocks in
Macroeconomics.11 Ramey (2011) constructs a government spending indicator derived

7See Goldstone et al. (2010), Chadefaux (2014), Mueller and Rauh (2018), Bazzi et al. (2022), Hegre et al.
(2022).

8Beaudry et al. (2023) provide insights into this discourse, underscoring the implications of delayed
response to persistent inflationary pressures. Acharya et al. (2022) argue that while minor shocks may be
absorbed without aggressive policy measures, more substantial disturbances necessitate preemptive action
to avert a transition to an undesirable steady state—a perspective echoed in the work of Fatás and Singh
(2024).

9Central banking, for example, has extremely similar policy debates to armed conflict prevention but
forecasting using machine learning is most heavily used in feature generation and forecasting (Joseph et
al. 2024, Liu 2024). Work does not typically conduct out-of-sample forecasts in models that analyze policy
effects - a critique that goes back to at least Sims (1980).

10The data is described in detail in Mueller et al. (2024a).
11For a review see Section 4 of Ramey (2016). See Tetlock (2007), Baker et al. (2016), Hansen and McMa-

hon (2016), Hassan et al. (2019), Ochs (2021), and Aruoba and Drechsel (2024) for literature using text to
capture risk and uncertainty.
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from news to capture changes in the present value of government spending. Auerbach
and Gorodnichenko (2012) argue the fiscal multiplier depends on the general state of the
economy. This leads them to model different policy responses for recessions and expan-
sions.12 Having monthly forecast data from several machine learning models based on
news text for 168 countries allows us to model a rich latent space with twelve Markov
stages. We then model a policymaker that does not have the news-based forecast to dis-
tinguish some of the least risky of the twelve stages.

Finally, our paper also contributes to the literature that discusses policy formulation
under conditions of uncertainty, as exemplified by Manski (2011). This domain investi-
gates the conduct of policymaking when there is uncertainty about the accuracy of pre-
dictions. Our approach diverges by presuming that our predictions are probabilistically
correct, i.e. that their failure rate is approximately known. Instead of focusing on the un-
certainty of predictions, we emphasize the utility of forecasts with known imprecision
and examine the trade-off of this imprecision with the gains of acting early. The key con-
tribution here is that different types of errors in our model have different costs. In the
machine learning literature, the natural way to model this is through asymmetric costs
of false positives and false negatives. The conflict literature has started to integrate the
trade-off between false positives and false negatives in static models as a production-
possibility frontier (Mueller and Rauh 2022). This paper introduces a dynamic model
and explicitly incorporates forecasts. However, we also propose a new approach to pre-
diction policy problems through our model of forecasts as sub-stages. In the terminology
of Kleinberg et al. (2015), our policy experiment is only changing the prediction quality
available to the policymaker, not the available treatments.13 We show that this change
in the information environment can lead to a dramatic shift in implemented policies and
large economic gains.

2 A Stylized Model of Policy Interventions

In this section, we present a simplified model of policy interventions. This model mainly
illustrates the insights one can gain from using a Markov chain model to analyze the
dynamic benefits of policy interventions.

We start with a two-stage model featuring a “bad” stage and a “good” stage with dy-
namics governed by transition likelihoods. The key novelty is to assume that policies
affect the transition likelihoods, i.e. target the dynamics of the system. Using a Markov
chain allows us to model the stochastic transitions between more and less desirable stages
in a straightforward manner, while also enabling the simulation of the long-term conse-
quences of policy interventions. Throughout we will use terminology motivated by our
application of civil war prevention. We conceptualize the bad stage as war and the good
stage as peace, reflecting the conditions policymakers seek to influence. Also, we will use
the terms state and stage interchangeably.

12Ochs and Rörig (2022) and Goulet Coulombe (2024) use random forests to capture the state-dependent
effects of policies.

13This is a simplification, we show that targeting and treatment effects are not strictly separable.
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We then expand the model to a more general framework suitable for our quantita-
tive applications. In Section 2.3 we introduce a model of forecasts in this context and the
different information sets this introduces. Forecasts can be modelled through the intro-
duction of additional sub-stages as they allow policymakers to distinguish situations that
are indistinguishable without the forecast. Based on this model we introduce the idea of
an information rent.

2.1 Two-stage Model

A country can be in one of two stages s: peace (s = 1) or conflict (s = 2). Transitions
between stages are defined by a Markov chain. If a country is in peace, it may stay in
peace with probability p11 while it might experience an outbreak of conflict with prob-
ability (1 − p11). If a country is in conflict, it may stay in conflict with probability p22

while it might transit back to peace with probability (1 − p22). In other words, p11 is the
persistence of peace, and p22 is the persistence of conflict.

The policymaker can engage in interventions I. Interventions during peace are called
prevention (ϕ1 = 1), whereas those during conflict are de-escalations (ϕ2 = 1). Inter-
ventions, summarized by the policy vector (ϕ), come at cost Is depending on the stage
s.

To capture the idea of prevention we assume that peace is associated with no damages
while conflict is associated with damages which provides a payoff of −D per period spent
in that stage. Summarizing damages in vectors gives

D =

[
0

−D

]
.

The key assumption of our model is that the policymaker has a model of the real
underlying dynamics of the world which can be described by a Markov chain model in
which transitioning in and out of conflict are stable transition likelihoods. The likelihoods
are given by past conflict dynamics and a forecast system and are assumed to be fixed.

In a simple two-stage case the transition matrix without intervention Tn, i.e., ϕs =

0 ∀ s, can be written as

Tn =

[
p11 1 − p11

1 − p22 p22

]
.

As outlined before, we call prevention an action that increases the probability of peace
tomorrow when the country is in peace today. We call de-escalation an action that increases
the probability of peace tomorrow when the country is at war today. A more general way
to describe these two different kinds of policies is to say that prevention moves probability
mass from the more costly stage in the future towards the less costly stage in the present.
De-escalation moves probability mass from the costly stage in the present towards a less
costly stage in the future. We will call both actions an intervention. Formally, we can write
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the transition matrix T(ϕ1 = 1, ϕ2 = 0) with prevention as follows:

T(ϕ1 = 1, ϕ2 = 0) =
[

p11 + τ (1 − p11) (1 − p11) (1 − τ)

1 − p22 p22

]
.

where τ ∈ [0, 1] denotes the effectiveness of the intervention. Note that we assume
that prevention shifts probability mass proportionally to the existing transition probabili-
ties without intervention. Specifically, we assume that preventive action follows the logic
of reducing escalation likelihoods proportionally so that if the risk is higher (1 − p11 is
large) more probability mass will be shifted.

This assumption can be justified by the fact that actions are taken before transitions are
realized. An action that replaces the lottery of the transition matrix with the certainty of
staying in peace but only works with probability τ yields expected costs (1 − τ)(p11V1 +

(1 − p11)V2) + τV1 = (p11V1 + (1 − p11)V2) − τ(1 − p11)(V1 − V2) which is illustrating
that the effect of τ is proportional to 1 − p11. Avoiding the lottery has larger benefits if it
has higher downside risks.

De-escalation increases the probability of stage 1 tomorrow when the system is in
stage 2 today:

T(ϕ1 = 0, ϕ2 = 1) =
[

p11 1 − p11

(1 − p22) (1 + τ) p22 − τ (1 − p22)

]
.

Note, that this policy also moves probability mass towards stage 1, an asymmetry which
will be important. Again we assume that the intervention has a larger effect if the baseline
likelihood of de-escalation is higher. We also assume that the same parameter τ governs
effectiveness. Again, the idea is that de-escalation helps avoid the lottery of staying in
the bad stage and amplifies the probability of moving to the good stage. We use the nor-
malization of one parameter τ linked to the de-escalation baseline likelihood (1 − p22)

to discipline our analysis.14 This makes our model sensitive to the relative costs of pre-
vention vs. de-escalation. Overall, the relative cost-effectiveness of interventions is also
governed by the costs of these two types of interventions given by the vector:

I =
[

I1

I2

]
where I1 > 0 and I2 > 0. Write the present discounted value of stage s as

Vs = max{Vi
s , Vn

s }, s ∈ {1, 2},

where Vi
s and Vn

s are present discounted values conditional on steady-state policies, i.e.
intervention and non-intervention, respectively. Let β ∈ (0, 1) be a discount factor. Then

14Note, we now apply the intervention effect τ as an increase in the likelihood of moving to peace
(1 − p22). We do this because applying the intervention to the persistence of conflict p22 would lead to an
unrealistically powerful intervention in practice as p22 is very high typically.
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we can write:

Vn
1 = β (p11V1 + (1 − p11)V2)

Vi
1 = −I1 + β ((p11 + τ (1 − p11))V1 + (1 − p11) (1 − τ)V2)

and

Vn
2 = −D + β ((1 − p22)V1 + p22V2)

Vi
2 = −D − I2 + β ((1 − p22) (1 + τ)V1 + (p22 − τ (1 − p22))V2)

where we assume that τ is small enough to ensure that (1 − p22) (1 + τ) < 1 and p22 −
τ (1 − p22) > 0.

The distribution of probability mass is visible in both intervention scenarios. Under
prevention, the probability mass τ (1 − p11) is redistributed from stage 2 to stage 1. Un-
der de-escalation, the probability mass τ (1 − p22) is redistributed from stage 2 to stage
1. Note that the intervention cost is paid before outcomes are realized because decision
for interventions is taken before the transitions materialize. The trade-off is therefore an
exchange of a certain cost for changes in probabilities p11 in preventive action and p22 in
interventions. This assumption implies that the policymaker enacts policies to change the
course of conflicts, instead of reducing conflict damages (like humanitarian aid).

The assumption that the probability mass redistributed with de-escalation is propor-
tional to (1 − p22) and not the persistence of conflict p22 merits discussion. We make this
assumption to level the playing field between prevention and de-escalation effects with
many stages. When expanding to many stages, in intermediate stages we have both a
preventative and a de-escalation effect of interventions. But stages are also extremely
persistent and if policy effectiveness were assumed to be proportional to this high persis-
tence, the de-escalation effect would always dominate mechanically. The most intractable
conflicts, i.e. those with high persistence would be where de-escalating policy is most ef-
fective. Instead, we make de-escalation more effective where the default already suggests
that there are ways out of the conflict, i.e. where (1− p22) is higher in the two-stage model.

2.1.1 Solution Characterization

Before moving on to our main results it helps to look at the trade-offs posited by the
model. Exploring the value functions, it is easy to show that the decision-maker wants to
prevent, if and only if

I1 < βτ (1 − p11) (V1 − V2) (1)

and wants to de-escalate iff

I2 < βτ (1 − p22) (V1 − V2) . (2)

These conditions illustrate the simple intuition of the model. Policies are implemented
if the certain intervention costs I1 or I2 lead to a change in expected benefit which is large
enough. The expected benefit of interventions is determined by the change in probability
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mass (τ (1 − p) in prevention) multiplied times the change in present value between war
and peace (V1 − V2). We will assume that it is always true that (V1 − V2) > 0, i.e. it is
always better to be in peace than in war regardless of the interventions taken in equilib-
rium.

Solving for the present values without either de-escalation or prevention and inserting
them into the optimal intervention conditions (1) and (2), we get15

I1 < βτ (1 − p11)
D

1 + β − p11β − p22β
(3)

and the necessary condition for de-escalation without prevention is

I2 < βτ (1 − p22)
D

1 + β − p11β − p22β
. (4)

The equivalent conditions with prevention and de-escalation are derived in the Appendix.
The intuition is that de-escalation introduces the intervention costs I2 in Equation (3) and
reduces the persistence of war. Similarly, prevention introduces cost I1 in Equation (4) and
increases the persistence of peace. We will now use these results to highlight important
elements of prevention and de-escalation and their interactions.

2.1.2 The Role of the Transition Matrix

One could imagine that prevention becomes unambiguously more likely with an increase
in the likelihood of an outbreak of conflict (1 − p11). Yet, the role played by conflict risk
during peace (1 − p11) for prevention in this model is surprisingly subtle. To see this,
note that an increase in (1 − p11) will unambiguously reduce the difference V1 − V2 as
it makes the present value of peace V1 relatively worse. This disincentivizes prevention.
More intuitively, higher risk also means that prevention moves more probability mass
towards peace. If a country has been identified as high risk, less resources will be wasted
on false positives where the forecast (1 − p11) never comes true. The trade-off between
these two forces gives rise to our first proposition.

Proposition 1. High conflict risk during peace, (1 − p11) makes prevention more likely. A high
baseline likelihood of moving from conflict to piece (1 − p22) makes de-escalation more likely.

It is straightforward to check this proposition simply from the first derivative of Equa-
tion (3) with respect to p11, which is always negative and also holds with commitment to
de-escalation. The intuition for these results is simply that the effect of redistributing
probability mass always dominates. Under the assumptions we made regarding the pro-
portional policy effects, a higher risk of an outbreak of violence (1− p11) means that more
probability mass can be moved by prevention and it is therefore always more attractive
to intervene when risk is higher. Note that the de-escalation result suggests that a higher

15We derive the value functions V1 and V2 under different intervention policies in the Appendix.
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baseline likelihood of moving from conflict to peace leads to increased incentives to de-
escalate. This result is driven by the fact that policy efforts have a higher effectiveness if
they are targeted toward an achievable goal.

2.1.3 Crowding out Prevention

The simple decision rules in Equations (1) and (2) contain the main intuition for how op-
timal policies interact dynamically. Prevention will tend to make stage 1 more attractive
by increasing persistence in peace p11. The persistence of peace increases the distance
V1 − V2. This in turn will make both prevention and de-escalation more attractive. The
opposite is true for intervention as it will tend to increase V2 which will reduce the differ-
ence V1 − V2.

Both these present values are negative, driven by the negative costs of conflict −D.
There is a simple ranking of V1 > V2 for β < 1. Intuitively, the persistence of conflict (p22)
makes both present values worse for p11 < 1. This is because being stuck in conflict for
longer leads to higher costs in expectation and as long as there is a danger of an escala-
tion (p11 < 1) this also affects the present value of peace. The impact of the persistence
of peace p11 is less obvious from the formulas, but it is easy to show that it positively im-
pacts values. In the Appendix, we insert the present values under different assumptions
regarding prevention or de-escalation into condition (3) and then compare the resulting
conditions for optimality. This gives rise to our second proposition:

Proposition 2. De-escalation crowds out prevention in the steady state. For parameter values
for which the policymaker wants to engage in intervention in the steady state, there is a subset of
parameters where the policymaker only wants to engage in prevention if there were commitments
not to de-escalate.

The proof of this proposition is intuitive given the previous observations. The goal of
interventions is to reduce (1 − p22) and the steady-state value of V2 increases with reduc-
tions in (1 − p22). This means that conflict becomes a ”less terrible” stage to be in and,
optimally, the effort to prevent this stage can decrease. This leads to a kind of substitu-
tion effect between de-escalation and prevention. Preventive action becomes less useful
if de-escalation is used. The substitution effect cannot be found in the other direction. If
we insert the respective present values into Equation (4) we get our third proposition:

Proposition 3. Prevention crowds in de-escalation in the steady state. For parameter values for
which the agent wants to engage in prevention, there is a subset where the policymaker only wants
to engage in de-escalation because he/she knows there will be prevention in the future.

The asymmetry comes from the fact that a high value of p11 makes being in peace
more attractive - the present value of peace, V1, increases with prevention. This means
that bringing a country from war into peace through de-escalation leads to a larger change
in present values with higher p11. Formally, the steady state value of V1 increases with an
increase in p11 and the difference between V1 − V2 also increases. This provides a higher
incentive for de-escalation, as countries that enter peace will remain there longer.
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2.2 S-stage Model

Before moving to a quantitative application, we extend our framework to make it suitable
for it. We consider a discrete-time infinite-horizon model environment with S stages, i.e.
we assume s ∈ S = [1, 2, ..., S], ordered by how severe the conflict outbreak is, with s = 1
being the state with the least severe conflict flag and s = S being the state with the most
severe one. Let Ds denote the damage caused by the risk stage s and let D be the vector
of damages across all S stages.16

Countries transit between different stages s over time and, in the absence of interven-
tions, the likelihood of moving between stages is governed by a transition function in the
absence of interventions, Tn, which is defined as follows

Tn =


p1,1 p1,2 · · · p1,S
p2,1 p2,2 · · · p2,S

...
... ps,s′

...
pm,1 pm,2 · · · pS,S

 . (5)

In the matrix Tn, a generic entry ps,s′ denotes the probability of moving to a state s′ con-
ditional on being in a state s. By construction, each of the entries cannot be negative,
ps,s′ ≥ 0, and each row sums to one, ∑s′ ps,s′ = 1, ∀s ∈ S.

Implementing an intervention allows the government to modify the transition func-
tion so that probability mass is moved away from more risky states s′, with a certain
degree of effectiveness τ ∈ (0, 1). In particular, we assume that intervening stage s low-
ers transition likelihoods proportionally for higher stages and increases transition like-
lihoods proportionally for lower stages. The general idea behind this proportionality is
that policies do not operate in a vacuum but need to work with the existing transition
probabilities. Policies work just as one would steer a boat on a river - it is easier to nav-
igate the boat in the direction of the current (escalation or de-escalation paths) than to
force it in an unnatural direction. Formally, we assume that policy interventions change
transition likelihoods as follows:

pi
s,s′ =


ps,s′ + τps,s′ if s′ < s

ps,s + τ (∑s′>s ps,s′ − ∑s′<s ps,s′) if s′ = s

ps,s′ − τps,s′ if s′ > s

(6)

where τ denotes again the effectiveness of interventions. In other words, transition prob-
abilities pϕ

s,s′ given policy ϕ can now be written as

pϕ
s,s′ =

{
ps,s′ if ϕs = 0

pi
s,s′ if ϕs = 1

.

The effects of interventions specified in (6) implies that all interventions (except in stages

16In the empirical application, we will rank stages based on the estimated long-run discounted potential
damages incurred.
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1 and S) now can have preventative and de-escalation elements because they at the same
can avoid shifting to a worse stage (prevention) and away from a violent stage (de-
escalation). Note, we can have pi

s,s ≥ ps,s or pi
s,s < ps,s depending on how much probabil-

ity mass is moved towards stage s in the preventative part of a policy and how much is
moved to lower stages in the de-escalating part of a policy.

We assume proportionality for several reasons. First, as explained above, the model
follows the logic of interventions taking place before outcomes are realized. Interventions
in more risky situations with a higher probability mass ∑s′>s ps,s′ will be able to shift more
probability mass. We apply this logic to de-escalation as well - existing pathways out of
peace get amplified by the intervention. Second, our assumption avoids theoretical so-
lutions where the intervention leads to outcomes outside the support of the transition
matrix without intervention. Third, our approach disciplines the model through the tran-
sition matrix. This way, we hard-wire the decision model to build on the underlying
dynamics determined by the existing conflict dynamics uncovered by the forecast model.

While interventions have both some preventive and de-escalating effects, the character
of a policy in stage s will vary as it will be driven by how much probability mass is in
higher or lower stages. In other words, the character of policies that can be implemented
in a stage will be a simple function of the ranking in present values Vs and the transition
matrix. Stages with a lot of probability mass above them will be more preventative.

Finally, we assume that implementing a policy entails a cost Is, which depends on the
stage s. Let I denote a vector of costs.

The problem of the policymaker can be expressed using a recursive formulation. The
policymaker compares the discounted expected values of intervening with a degree of
effectiveness τ, against the discounted expected value of not intervening today, i.e.

Vs = max
{

Vi
s , Vn

s

}
.

Vi
s is the value of intervening, equal to

Vi
s = −Is + ∑

s′∈S
pi

s′,s[−Ds′ + βVs′ ]

where β ∈ (0, 1) is the discount factor, while pi
s′,s are probabilities given by equation (6).

Vn
s is the value of not intervening, defined as

Vn
s = ∑

s′∈S
ps′,s[−Ds′ + βVs′ ].

Notice that the difference between Vi
s and Vn

s lies in i) the transition matrix, which
varies depending on whether an intervention is implemented or not, and ii) the cost of
intervention, −Is which is incurred conditional on intervention and reduces the current
period’s payoffs. A solution to this problem is an indicator function for optimal gov-
ernment intervention, ϕs, taking value 1 if an intervention takes place in stage s, and 0
otherwise and a value function, Vs, attaining its maximum when ϕs is implemented. We
summarize all intervention decisions in policy vector ϕ. Under optimal policy ϕo, the re-
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sulting transition matrix To = T(ϕo) is obtained by combining transition matrix (5) with
the effect of policy on transitions given by (6).

2.3 The Information Rent from Forecasting

We model the presence of a forecast as the capacity to split stages into sub-stages through
the use of data. We label the information set with the larger number of stages the full
information set, and the information set with fewer stages the partial information set. We
can simulate optimal policies under different information sets and calculate differences
in welfare. We call this the information rent of forecasting.

To illustrate this point, consider the stylized two-stage transition matrix without in-
terventions Tn. With a forecast of conflict outbreaks the policymaker would gain a richer
information set, e.g., observations in peace would be distinguished between high outbreak
risk and low outbreak risk.

In the quantitative application, we will estimate a full information model with S stages.
In the partial information setting, we will instead assume that the policymaker cannot
distinguish some stages. The transition matrix under partial information will only have
S̃ < S stages and to notate the partial information treatment we will call this transition
matrix T̃n. Following the same logic as in Equation (6), we can compute the optimal pol-
icy vector (ϕ̃o) resulting from decisions under partial information. This means we can
derive two optimal policy vectors - one optimal policy vector under full information (ϕo)
and one constrained optimal policy vector under partial information (ϕ̃o). Across the two
simulations, we hold all other exogenous factors constant (damage vector, intervention
costs, discount factor). What differs are only the (perceived) transition matrices.

As a consequence of not being able to distinguish between some stages, the policy-
maker will either always intervene in the merged stages, thereby engaging in untargeted
policies, or never intervene, thereby allowing for some costly false negatives to occur.
Moreover, given that prevention and de-escalation interact, as shown in Proposition 2,
the optimal policies under partial information might differ from those under full infor-
mation in other stages as well.

To calculate the information gain from forecasting, we compare the total gains from
acting optimally under full information (ϕo) against the optimal policy under partial in-
formation (ϕ̃o), in a world where transitions occur according to the true matrix Tn and
effects of interventions are given by those in Equation (6). In other words, we simulate
the effect of acting optimally when a policymaker has access to a forecast (i.e. can differ-
entiate between all stages S) compared to when they do not distinguish between some
stages. Let the true present value Vpartial

s in stage s of decisions (ϕ̃o) made under partial
information be summarized by

Vpartial
s = −Ds − ϕ̃s Is +

∞

∑
t=1

βt (T(ϕ̃)t(−D − ϕ̃I)
)

s . (7)
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We can now formally define the information rent Πs given stage s as:

Πs = Vs − Vpartial
s (8)

To derive a useful measure, we will normalize the information rent by GDP and multiply
the vector of net present rent Π, summarizing the gains for each stage, with the ergodic
stage shares under full information.

3 Application: Armed Conflict

We now set up an application of our framework - the optimal dynamic intervention in
armed conflict.17 The application will allow us to expand the state-space, analyze opti-
mal policy under different assumptions and highlight the benefits of a better forecasting
system through the derivation of benefit-cost ratios and the information rent shown in
equation 8.

In our analysis, we will take the viewpoint of a policymaker that decides on additional
resources to be allocated optimally over the conflict cycle up and above what already exists.
We will follow the set-up in the previous section. The thought-experiment is therefore one
of coordinated policies by local actors and the international community with the aim to
prevent and de-escalate armed conflict optimally with the goal to maximize benefits net
of costs. Before we jump into the analysis we therefore discuss the policies for conflict
prevention and de-esclataion in detail in Section 3.1.

To take our model of risk stages to the data requires defining and calibrating all the
elements of the dynamic programming problem. We will first define stages through the
forecasting models at https://conflictforecast.org/ and observable conflict dynam-
ics under full information. This will give us a characterization of stages and a transition
matrix T under full information. In light of our theoretical discussion in Section 2.3, we
will also propose an alternative partial information scenario in which the policymaker does
not have the full information that separates stages and, instead, acts in a reduced stage
space.

Importantly, we will assume that the current policy process operates under the par-
tial information scenario. We will calibrate the model under this assumption using data
on well-researched interventions like power-sharing agreements, peacekeeping interven-
tions and development aid. The assumption here is that policymakers behave as if they
are constrained by their information set. The calibrated model can then be used to an-
swer three questions. First, is prevention cost effective under the parameters values that
best describe the current policy regime? Second, are our theoretical findings from the
two-stage model carrying through a much more complex stage-space? Third, what is the
information rent from introducing policy targeting with forecasts in peaceful stages?

A central motivation for our analysis is that, currently, forecasts are not used in pol-
icy. The assumption behind our welfare analysis that this is because forecasts are not

17Work on this approach was directly motivated by a policy project for the U.K. Foreign, Commonwealth
& Development Office (FCDO) (Mueller et al. 2022).
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available. We make this assumption both part of our calibration exercise and the policy
experiment of introducing the forecast to derive the information rent. We defend this
assumption in Appendix A.4. However, the lack of systematic use of forecasts in policy
targeting also has political economy and organizational reasons, some of which we dis-
cuss below and in the Appendix. Our findings should therefore be regarded as offering
a normative benchmark of potential gains rather than a positive description of feasible
steps towards the information rent.

Before we present our model of policies, we discuss the various policies at disposal to
the international community for armed conflict prevention.

3.1 Background: Conflict Prevention Policies

The framework we propose offers a dynamic model of both targeting of policies and their
effect. A central pillar for this is the huge body of work on conflict prevention and de-
escalation policies and their effectiveness. However, we will argue in this section that
data and, hence, quantitative research on conflict prevention policies, as we define them,
are essentially missing.

An important policy document published on conflict prevention was the joint UN/World
Bank report Pathways to Peace. The report stresses that affecting conflict outcomes means
addressing both short-term triggers of conflict and more structural factors. Examples are
changing incentives for violence through institutional reform or by directly changing in-
centives for specific actors, power-sharing agreements, reforms that equalize spending
patterns across regions, mediation and promoting of peaceful narratives. Countries stay
peaceful if they ensure broad access to political power and representation, natural re-
sources (in particular, land and extractives), security and justice, and basic services. A lot
of this is backed by the academic evidence.18.

However, when searching both policy reports and the academic literature it becomes
clear that there is very little work on policies targeting armed conflict prevention in sit-
uations without previous violence. Measured policies related to conflict are typically
implemented in the context of ongoing or recent violence. At the same time, there are few
well-identified studies in the conflict literature on preventative policies like diplomacy
or civil society work. There is, for example, little quantitative work on prevention pro-
grams against radicalization despite its relevance (Jugl et al. 2020) or studies that analyze
how leaders could be prevented from playing the ethnic card despite the fact that this is an
extremely well-researched mechanism for internal armed conflict (Montalvo and Reynal-
Querol 2005, Esteban et al. 2012, Yanagizawa-Drott 2014a). At the cross-country level
there is no systematic data on prevention policies of this sort.

This is not to say that there are no researched ways to make societies less suscepti-
ble to armed conflict. We know, for example, that economic development and high state
capacity are associated with more stability across countries (Besley and Persson 2011a,
Acemoglu and Robinson 2012). This suggests that the simple idea that helps on these two
fronts might be an effective conflict prevention strategy. And indeed, there is a significant

18See, for example, Depetris-Chauvin et al. (2020), Fetzer and Kyburz (2022), Mueller and Rauh (2024),
Rohner (2024)
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level of foreign intervention in prevention stages with an economic focus like develop-
ment aid or IMF programs. However, foreign aid has very mixed support as a preventa-
tive measure and IMF programs target sound fiscal policies, not violence prevention. The
evidence for development aid preventing conflict is mixed at best.19 However, some of
the contradictory effects can be explained by theory. For example, aid will contribute to
instability if it leads to the generation of rapacity effects or displaces the local population
through high demands on land.20

Targeting the human capital channel seems more promising. Studies have found that
productivity-boosting policies such as employment programs, vocational training, school
construction or health-promotion programs have led to a drop in fighting.21 Given the
role attributed to political institutions and state capacity it could well be that aid support
for building non-exclusive institutions with strong checks and balances and fiscal capac-
ity have a positive effect on robustness but it is hard to establish clean treatment effects
here.22

However, many of these policies cannot be implemented fast enough. What would
be needed is an approach that builds a long-term prevention strategy with short-term
safeguards for emergencies which can be targeted based on forecasts. Given the latest re-
search on the importance of communication for protest and conflict outcomes23 ethically
justifiable policy experiments on this front seem an essential pillar of the fast deployment
strategy. The introduction of special financial instruments by the IMF and World Bank
and rethinking of how to measure fragility is very promising in this regard. We discuss
these initiatives in more detail in a companion paper.

Many of these policies have prevention as a side product. We do not have sufficient
quantitative research on fast-to-deploy conflict prevention. But we argue in Appendix
A.4 that some of the evidence is simply not there because situations for prevention are
not systematically identified. This highlights the problem posed by the absence of target-
ing methods - the formulation of systematic prevention policies is hindered significantly
by the absence of an effective targeting mechanisms. This motivates our approach of
calibrating our model under the partial information and then using this to explore the
viability of a more preventative approach even the detailed formulation of this approach
is lacking.

3.2 Risk Stages and Full vs Partial Information

Given the discussion in the previous section we calibrate our model using the assumption
that there are no systematic conflict prevention policies implemented in peaceful coun-

19See De Ree and Nillesen (2009), Berman et al. (2013), Crost et al. (2014), Nunn and Qian (2014), and
Crost et al. (2016) for some encouraging and discouraging examples.

20See Dube and Vargas (2013), Berman et al. (2017), Falcone and Rosenberg (2022), Sonno (2024)
21See, for example, Blattmann and Annan (2016) and Fetzer (2020). See Rohner (2024) for a theory-led

review.
22See Besley and Persson (2011c) for a cross-country study and for a detailed discussion of fiscal policies

see Besley and Mueller (2021).
23See, for example, Yanagizawa-Drott (2014b), Manacorda and Tesei (2020), Müller and Schwarz (2021).
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tries because policymakers cannot distinguish high and low conflict risk situations. We
calibrate policy effectiveness and costs for this partial information world but first need to
derive the full information stages.

3.2.1 Conflict Risk Stages

Defining risk stages is part of the decision process. A risk stage is meant to capture the
environment a country is in a given month. Identifying different stages is pivotal to char-
acterizing conflict dynamics and simulating interventions. Rather than enforcing arbi-
trary cutoffs on our risk and intensity forecasts, we use a Hidden Markov Model (HMM),
which is a statistical model, to detect latent states and give an ‘optimal description’ of the
stages and their dynamics via various data inputs we provide.24

What is the optimal number of stages? Theoretically, it makes sense to think that
more stages are always better. However, in practice, we want to derive a parsimonious
description of conflict dynamics that is as valid as possible across countries. This means
we cannot split forecast and conflict data in too many states as these quickly become
unconnected among themselves. In addition, our definition of conflict risk stages also
affects the analysis of conflict damages.25

We settled on twelve stages under full information after experimentation. This choice
is motivated by two criteria, which are 1) allowing sufficient observations in each stage
and 2) differentiating between and within situations of stable peace, elevated risk, post-
conflict, and during violence. Panel (a) in Table 1 shows the summary statistics of the
resulting stages and Panel (b) shows the summary statistics for the partial equilibrium
model where we merged stages 1 to 5 into a new stage 1.26 The columns in Table 1 show
the variables that underlie the clustering the HMM uses to identify risk stages. Further
details of the derivation of the full information world are shown in Appendix B.

One of the key insights from our previous work in Mueller and Rauh (2022) is that
armed conflict risk becomes very hard to identify when the last conflict is sufficiently
long ago. This is true for stages 1 to 5 in the full information stage model which (on
average) have no recent violence. This is where the risk forecasts of armed conflict out-
breaks and conflict intensity play a crucial role. From stage 1 to stage 9 the outbreak
model increases up from less than 10% to over 80%. This is because the outbreak model
treats ongoing conflicts as extremely high risk for outbreaks but is not able to further dis-
tinguish different situations of risk. The predicted intensity of armed conflict reinforces
the ordering while adding information that helps distinguish stages 1 to 7 from the later
stages. Note, for example, that stage 9 features a very low observed number of fatalities
but a very high-intensity forecast in the full information model.

24This was suggested to us by the former chief data scientist of the FCDO Tom Wilkinson whose input
was extremely useful for the development of the latent space model.

25Damages are estimated using country-fixed effect regressions and these become meaningless when the
number of states is too high. See Section 3.3 for more details.

26We order the stages according to our present value of costs without intervention, consistent with the
model in Section 2. In Appendix Figure B3 we show for the full information model that we hardly sacrifice
any predictive performance for the onset of armed conflict by reducing the continuous predicted conflict
probability to twelve risk stages.
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Table 1 also reports the average number of months since the last armed conflict for
the different stages. A low number means that the country suffered from recent conflict.
High numbers mean a long period of peace indicating stability. This column helps us
summarize the stages in three broad groups in full information. We call stages 1-5 pre-
conflict. Stages 6, 7, and 9 are very high risk and typically post-conflict which is why we
call the post-conflict risk. Stages 8 and 10 represent relatively low-level violence, while
stages 11 and 12 exhibit higher levels of observed fatalities. Stage 12 is capturing the top
1% of risk and violence - the worst possible situation from a humanitarian perspective.

Before we turn towards information treatments it helps to illustrate the conflict stages
through some country examples. We show the number of visits to all conflict stages for
all countries in the period Jan 2010 to Feb 2024 in table D.1. Countries that spent more
time in stage 1 are, for example: Japan, Portugal, and Uruguay. Countries like the USA,
Spain, and Laos spent the most time in stages 2 and/or 3. Russia, Peru, Thailand, and
India were mostly in stages 4 and 5. But there is typically a huge variation in the stages
that countries visit. According to our estimates, France visited stages 2 to 8. South Africa
visited stages 4 to 10.

The idea of our information treatment is that without a systematic forecast, it would
be difficult to distinguish stages 1 to 5 with the precision of our machine learning model.
If such a forecast is not available, the policymaker is therefore not systematically aware of
transitions between stages 1 to 5. To simulate this information set we merge stages 1 to 5
under what we call partial information. This generates a new super-stage 1 which absorbs
75% of all our observations. In terms of average likelihood, intensity, and months since
the last conflict armed conflict, this stage is close to the old stages 1, 2, and 3 because
of the higher share of observations these stages have in the full information model. To
illustrate the difference between the full and partial information treatment we first turn
to the respective transition matrix.

3.2.2 Transition Matrices

The transition matrices and full and partial information, Tn and T̃n, are at the heart of
our model. They capture the true dynamics and perceived dynamics between stages in
a simple way that allows us to simulate possible futures for each stage under different
assumptions.

Figure 1(a) shows a visualization of the transition matrix with no interventions under
full information. The y-axis denotes the stage number in month t and the columns denote
stages in month t + 1. The shades of red mark the size of probabilities with the darkest
colors indicating probabilities over 90% and light red indicating probabilities below 1%.
The most obvious feature is that all stages, except for stage 8, are very stable. The diagonal
of the matrix can be seen in dark red.

Under partial information, shown in Figure 1(b), there is no forecast in countries with-
out recent violence so that the policymaker cannot distinguish between situations of sta-
ble and relatively high-risk peace. The figure shows transition matrix T̃n under the as-
sumption of no interventions. The new super stage 1 is visible as a darkish red diagonal
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with an extremely high persistence and very low risk of escalation into stages 7 and 8.27

This is a crucial contrast to the full information set in Figure 1(a) where the likelihood of a
transition to stages 7 and 8 goes from less than 0.1% in stages 1 and 2 to over 1% in stages
3 to 5.

A common feature in both transition matrices is the asymmetry and the strong varia-
tion in the connectedness of the stages. If a country suffers an outbreak by transitioning
from stage 6, for example, to stage 10 or 12 there is no way to transition back directly.
This is the essence of the conflict trap. Transitioning to higher stages changes the dis-
tribution for further transitions dramatically towards worse outcomes. In stages 6 to 8
there are very broad possibilities of what could happen, i.e. these are situations of ex-
treme danger of escalation but also provide chances for de-escalation. If an information
rent arises from full information this is because the policymaker under full information
notices a change in the underlying dynamics where stages 3 to 5 under full information
are much more connected upward. However, the presence of an information dividend is
not a given. The risks, even in full information, are still relatively minor when compared
to the extreme connectedness of stages 6 to 10 with the conflict stages 11 and 12.

27Notice, that in stages 6 and 7 there exists a non-zero probability of moving back to any of stages 1 to 5.
In the partial information transition matrix, we redistribute this probability according to the weight of each
stage in the ergodic distribution of the full information transition matrix without intervention.
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Table 1: Summary statistics for risk stages

(A) Full information

(1) (2) (3) (4) (5) (6)
Predictions Past realizations

Likelihood of armed conflict Battle deaths Battle deaths Months since Share of
Full model Text model per 1mn per 1mn last armed observations (%)

Stage inhabitants inhabitants conflict

1 0.01 0.04 0.05 0 321 34.4
2 0.03 0.11 0.03 0 239 15.8
3 0.09 0.18 0.08 0 114 16.3
4 0.16 0.21 0.18 0 143 6.0
5 0.16 0.25 0.46 0 144 2.7
6 0.40 0.29 1.13 0 9 6.1
7 0.47 0.34 2.00 0 17 2.7
8 0.68 0.38 10.00 4 0 1.9
9 0.81 0.49 7.83 0 3 4.9
10 0.90 0.52 24.69 2 0 4.4
11 0.91 0.61 101.42 12 0 3.9
12 0.90 0.62 481.99 131 0 1.0

(B) Partial information

(1) (2) (3) (4) (5) (6)
Predictions Past realizations

Likelihood of armed conflict Battle deaths Battle deaths Months since Share of
Full model Text model per 1mn per 1mn last armed observations (%)

Stage inhabitants inhabitants conflict

1 0.05 0.10 0.08 0 239 75.2
6 0.40 0.29 1.13 0 9 6.1
7 0.47 0.34 2.00 0 17 2.7
8 0.68 0.38 10.00 4 0 1.9
9 0.81 0.49 7.83 0 3 4.9
10 0.90 0.52 24.69 2 0 4.4
11 0.91 0.61 101.42 12 0 3.9
12 0.90 0.62 481.99 131 0 1.0

Notes: Columns (1) to (5) display the means of the variables indicated in the headings. The stages are the result of an
HMM based on these inputs. Predictions, available at conflictforecast.org, are derived using a random forest with
past violence and topics from six million newspapers summarized using the Latent Dirichlet Allocation as predictors.
Predicted and realized battle deaths are transformed as log+1 and months since the last armed conflict using a polynomial
of degree specified in Appendix B. The distributions of the inputs are presented in Appendix Figure B2. Column (6)
indicates the share of observations in each stage. Entries in the table represent the means at given stages. Stage 1 in
partial information is a weighted average of full information stages 1 to 5 where weights are given by the distribution of
country and months across stages.
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Figure 1: Transition matrices

(A) Full information, Tn

1 2 3 4 5 6 7 8 9 10 11 12
Stage at month t+1

1
2

3
4

5
6

7
8

9
10

11
12

St
ag

e 
at

 m
on

th
 t

0.985 0.014 0.000 0.000 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000

0.031 0.958 0.004 0.000 0.005 0.000 0.000 0.001 0.000 0.000 0.000 0.000

0.000 0.011 0.965 0.001 0.013 0.000 0.002 0.008 0.000 0.000 0.000 0.000

0.000 0.000 0.053 0.842 0.088 0.000 0.002 0.014 0.000 0.000 0.000 0.000

0.000 0.000 0.001 0.307 0.680 0.000 0.001 0.011 0.000 0.000 0.000 0.000

0.000 0.000 0.019 0.016 0.002 0.772 0.119 0.065 0.006 0.001 0.000 0.001

0.000 0.000 0.000 0.024 0.004 0.251 0.636 0.084 0.000 0.000 0.001 0.000

0.000 0.000 0.000 0.000 0.000 0.300 0.067 0.343 0.251 0.024 0.011 0.004

0.000 0.000 0.000 0.000 0.000 0.029 0.013 0.072 0.655 0.213 0.014 0.003

0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.246 0.713 0.039 0.002

0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.020 0.048 0.922 0.011

0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.007 0.059 0.930

(B) Partial information, T̃n

1 2 3 4 5 6 7 8 9 10 11 12
Stage at month t+1

1
2

3
4

5
6

7
8

9
10

11
12

St
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 t

0.996 0.000 0.000 0.000 0.000 0.000 0.001 0.004 0.000 0.000 0.000 0.000

0.000 0.996 0.000 0.000 0.000 0.000 0.001 0.004 0.000 0.000 0.000 0.000

0.000 0.000 0.996 0.000 0.000 0.000 0.001 0.004 0.000 0.000 0.000 0.000

0.000 0.000 0.000 0.996 0.000 0.000 0.001 0.004 0.000 0.000 0.000 0.000

0.000 0.000 0.000 0.000 0.996 0.000 0.001 0.004 0.000 0.000 0.000 0.000

0.015 0.007 0.009 0.004 0.002 0.772 0.119 0.065 0.006 0.001 0.000 0.001

0.011 0.005 0.007 0.003 0.001 0.251 0.636 0.084 0.000 0.000 0.001 0.000

0.000 0.000 0.000 0.000 0.000 0.300 0.067 0.343 0.251 0.024 0.011 0.004

0.000 0.000 0.000 0.000 0.000 0.029 0.013 0.072 0.655 0.213 0.014 0.003

0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.246 0.713 0.039 0.002

0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.020 0.048 0.922 0.011

0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.007 0.059 0.930

NOTES: In both panels the y-axis depicts the stage in month t and the x-axis the stage in month t +
1. Entries represent the likelihood of moving from a stage in month t to another stage in month t+1.
The darker the shade of red, the higher the probability. Panel A shows the transition matrix under
full information in the absence of interventions. Panel B shows the perceived transition matrix under
partial information in the absence of interventions.
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3.3 Damages

We focus on four components of conflict damages: the cost of lives through conflict fatal-
ities, the damage to the economy through the reduction of growth in conflict, the cost of
humanitarian aid through the stock of refugees that have to leave the country, and offi-
cial development assistance (ODA) spending on emergency response and peace/security
which are directly related to armed conflict. It is important to keep in mind that this is
an extensive, yet not exhaustive list of costs and that the overall costs are likely larger.
Specifically, we can neither quantify the distress of refugees themselves nor the full costs
and benefits to the host communities. Some of these costs, however, are captured by the
GDP loss as displacement and economic decline have strong overlaps. This is why we
focus on the cost to the UN system from displacement.

We discuss the derivation of the damage vectors in Appendix C where we also explain
in detail how we translate and summarize these damages into monetary terms. Our re-
sults confirm findings in the literature according to which ongoing conflict is extremely
damaging to the economy. Stages 11 and 12, in particular, are associated with signifi-
cant reductions in the growth rate. On average, a country in these stages can expect to
experience a yearly loss of GDP per capita equivalent to 5.3% and 9.6% respectively. Im-
portantly, the post-conflict stages (8, 9, and 10) are not associated with economic booms so
economic damages persist and compound. When simulating countries’ trajectories, we
draw from damage distributions given by the estimated coefficients and standard errors
shown in Appendix C.

We split the analysis here by GDP per capita levels. The average static damage for all
countries below the median GDP per capita for partial information can be seen in panel
a of Figure 2. The equivalent figure for all countries above the median GDP per capita
can be seen in panel b. We show the total costs broken down into four categories. First,
note the differentiation in the damage composition across the two income groups, par-
ticularly in stage 12. For low-income countries, a significant proportion of the damages
are driven by fatalities. For high-income countries, damages are driven almost entirely
by GDP losses. Irrespective of income group and stage, refugee costs play a minor role.
In summary, according to the static view, damages mostly occur in stages 10 to 12. The
total monthly cost of conflict spent in stage 12 is close to 16 billion US$ for low-income
countries compared to 80 billion US$ for high-income countries.
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Figure 2: Perceived static damages by stage, partial information

(A) Below median GDP per capita (B) Above median GDP per capita
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NOTES: Both panels show the average damages Ds in a given period for panel (A) countries with be-
low median GDP per capita and (B) above median GDP per capita. Note that in the partial information
case shown here, the perceived future damages in stages 1-5 are always equal since the policymaker
cannot distinguish these stages. Therefore, we modify the static damage vector for stages 1-5 to be a
weighted average of the static damages in the full information case, according to the in-group ergodic
distribution of the full information transition matrix in the absence of interventions.

Note that stages 1 to 5 are associated with extremely low damages. We get the same
with full information as these are all peaceful situations with little noticeable variation on
any of our four damage dimensions. However, note that this does not take into account
the dynamic connection between stages shown in Figure 1. An important shift in per-
spective introduced by our dynamics model is the concept of dynamic damages which
we will define and discuss in our results section.

3.4 Policy Effectiveness and Costs

Effectiveness and costs are two sides of the same coin so that we simply derive a single
number of effectiveness which we then hold constant across the entire policy vector. We
then discuss different cost functions and conduct robustness checks with these. To have a
starting point for τ in the model, we take the estimated treatment effects of power-sharing
agreements from Mueller and Rauh (2024) and simulate the implementation of a policy
in the stages in which power sharing typically takes place.

Power sharing agreements stand for a larger engagement which is coupled with for-
eign aid promises, the deployment of peacekeeping forces, and institutional changes.
These sorts of interventions are focused on countries with ongoing or recent violence
and, accordingly, power sharing agreements are concentrated in stages 9 to 12. In our
simulations, we target the average treatment effect of a reduction of 45% in the violence
intensity within 18 months (Mueller and Rauh 2024). Our calibration method is discussed
in Appendix E. As a result of this, we get an estimate for τ of 16%.
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To carry this estimate of policy effectiveness into our model we then take the estimates
of τ and the transition matrix in Figure 1(b), i.e. under partial information, and apply the
shift formulas from Section 2.2. We visualize the resulting shifts in probability mass in
Figure 3 in which red squares indicate reductions in probability and green ones indicate
increases.

Our assumptions ensure that stronger connections between stages lead to more effec-
tive policies. Figure 3 shows the preventative elements of policy as reductions in prob-
ability above the diagonal. Interventions in stage 9, for example, reduce the likelihood
of an escalation to stage 10 by over 3 percentage points. This is a direct consequence of
the extremely high escalation likelihood of 21% from stages 9 to 10. Below the diagonal,
we have increases in likelihoods. Interventions in stage 8, for example, increase the like-
lihood of de-escalation to stage 6 by close to 5 percentage points while at the same time
reducing the escalation likelihood to stage 9 by 4 percentage points.

The visualization allows us to directly see the effectiveness of policies in dark colors.
Policies in the conflict trap, i.e. in stages 8 to 12, move most of the probability mass. Their
high probabilities above and below the diagonal lead to strong effectiveness. One inter-
pretation of stages with strong transition tendencies toward de-escalation or prevention
is that they have an identifiable ‘momentum,’ and policy interventions can exploit this
momentum to either counter and address it in prevention or to re-enforce and help it
in de-escalation. This also demonstrates the realism of the assumption of proportional
policy effectiveness. Interventions in high stages will be attractive because of the very
concrete dangers of further escalations and the urgency for de-escalation they are associ-
ated with.

Little is known about the cost of interventions. In one of the few studies Chalmers
2007 that contrast intervention cost estimates with their benefit the numbers vary widely.
Chalmers proposes, for example, an intervention package of financial assistance for sus-
tainable governance for Sudan with an estimated cost of 1.3 billion USD spent over 15
years, i.e. 7.2 million USD per month. This contrasts with the estimated cost of the US in-
tervention in Afghanistan which stands at 2.26 trillion USD over 20 years (SIGAR 2021),
i.e. 9.4 billion USD per month.

To give a realistic estimate of intervention costs we model two main elements of the
cost function. The first element is the cost per GDP which we treat as the baseline ex-
penditure necessary to build a relation with local actors and leave an impact on the local
economy. The crucial assumption here is that we assume that the costs of a policy in-
tervention scale with the GDP in the target country. Interventions in all stages are more
expensive the higher is its GDP per capita. To get an idea of what is realistic as a base-
line cost we consider the total of ”economic” and ”government and civil society” official
development assistance (ODA) spending. As these categories target economic and in-
stitutional dynamics they could also be used to try and affect conflict dynamics (Rohner
2024). Since ODA data is yearly, we divide by twelve to get the monthly ODA expenditure
on these two categories. We then divide by total GDP to get a per GDP spend. We then
take the average ODA per GDP spent across all observations where ODA expenditure on
these two categories exceeds 0. As a result, we assume a fixed monthly intervention cost
in each stage of approximately 0.1% of GDP.
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In addition to this baseline cost, we derive a cost per fatality. This cost is supposed to
capture the fact that meaningful policy implementation becomes much more expensive
with ongoing violence. We rely on a dataset from 2010 to the end of 2023 which contains
monthly fatalities (UCDP), the average monthly peacekeeping budget (UN), and power-
sharing agreements (PA-X version 8). First, we subset to all country/month observations
where there is an agreement. We then compute the average peacekeeping spend in the 18
months of an agreement (so the month of the agreement and the following 17 months).
We then regress this 18 month average of the peacekeeping budget on the log of fatalities
per 1mn inhabitants + 1.28 Our coefficient estimate indicates that peacekeeping budgets
increase by 14.956mn USD for a one unit change in the log of fatalities per 1mn inhabi-
tants. This estimate is then applied to the mean log of fatalities per 1mn inhabitants by
stage. For example, in stage 12, the average log of fatalities per 1mn inhabitant is 4.38,
meaning that an intervention costs an additional 65mn USD per month in this stage. Note
that a stage must have at least 1 death per 10mn inhabitants on average for this parameter
to apply. Practically, this means this parameter only applies to stages 7-12.

Figure 3 shows the resulting cost levels across stages and for different levels of GDP.
We observe that GDP is one of the main drivers of costs. This is important because GDP
also drives damages as shown in Figure 2. Overall the combination of our estimates on
costs and damages implies that interventions will be relatively more beneficial in poor
countries as the costs from fatalities weigh relatively more in these countries. At the same
time, the increase in costs with fatalities will weigh more heavily in poor countries so the
incentives to prevent are particularly high in these countries.

28Appendix Figure C1 shows the estimated coefficients.
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Figure 3: Intervention effect and costs

(A) Impact of interventions (B) Intervention costs
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NOTES: Panel A shows the impact of interventions with effectiveness τ = 16% on the partial informa-
tion transition matrix. The y-axis depicts the stage in month t and the x-axis the stage in month t + 1.
Red indicates reductions in probability masses, green an increase. Panel B shows the monthly inter-
vention costs for each of the 12 stages. The blue solid line shows the monthly intervention costs for
a country with a total GDP of US$10bn across stages. The orange dashed line shows the intervention
costs for a country with a total GDP of US$100bn and the green dotted line for a country with a total
GDP of US$1 trillion.

This concludes the estimation and calibration of damages, transition likelihoods, pol-
icy effectiveness, and costs using the partial information model. We now take this esti-
mated model and analyze optimal policies under full information.

4 Results

To derive results, we move from the transition matrix under partial information to the
transition matrix under full information, keeping policy effectiveness τ and intervention
costs the same. Importantly, this changes the usefulness of policy tools in stages 1 to 5 as
the degree to which they can be timed according to the underlying risk.

4.1 From Static to Dynamic Damages

The damages from armed conflict are one of the key factors leading to poverty and low
average growth in affected countries. Grouping observations into stages allows us to
estimate contemporaneous damages Ds associated with a stage s. The dynamic model
allows us to look ahead through simple interactions with the transition matrix Tn. The
present value of damages in each stage is given a stream of future discounted damages
in which intervention never takes place. Formally, discounted future damages in stage s
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with intervention never taking place anywhere DPV
s are given by:

DPV
s = Ds +

∞

∑
t=1

βt (Tt
nD

)
s (9)

where (Tt
nD)s represents the expected damages at time step t, starting from state s, after

applying the transition matrix, Tn, t times. Note, that for low discount values all dynamic
values will be very close to each other as the starting position matters less and less. In
what follows we will contrast the dynamic view derived from our model to the static
view which follows the contemporaneous damages Ds.

Figure 4: Static vs dynamic damages by stage, full information

(A) Static damage breakdown (B) Dynamic damage breakdown
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NOTES: The left panel shows the damages in a given period Ds, while the right shows DPV
s defined

by Equation (9), which is the present value including all future damages discounted using an annual
rate of 4% and assuming a 1% annual GDP growth. Damage estimates in both panels represent the
average across all countries in our sample.

Figure 4 contrasts static and dynamic damages. In panel (A) we report static damages
for the full information model. In panel (B) we report dynamic damages as defined in
equation 9. There is a striking contrast in worldview that can be derived from this. If a
policymaker is driven by static damages she will put much more attention to countries in
stages 11 and 12. When looking ahead, through the perspective of connected stages and
the resulting dynamic damages, relative attention shifts away from the conflict stages
and instead becomes a continuum.29 We show in section 4.3.1 that the incentives for
prevention naturally fall with the discount rate.

29Notice the relatively low dynamic damages in stages 1 and 2 which are driven by their close associa-
tion, persistence and disconnect with the other stages.
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4.2 Optimal Policy under Full Information

We are now ready to report our first main result - the discussion of optimal policies under
full information using the calibrated model from partial information. The main question
here is whether interventions in lower stages are ever cost-effective in full information for
parameters that have been calibrated on policies that are common in higher stages.

The results in this section are reported as benefit-cost ratios (BCR), which can be inter-
preted as the net present value of the long-run return per $1 spent today.30 Importantly,
the BCRs capture the idea of a one-period deviation. We calculate the net gains as the
value function difference between intervening in stage s and not intervening in stage s,
while always maintaining optimal behavior in the future. In other words, we take into
account what a rational policymaker would do in a future in which the situation might
escalate. This ensures that the policy benefits are optimal, even under the assumption that
the failure to prevent can be partially offset by later, optimal de-escalations. To calculate
gross gains we then add the intervention costs of intervening in stage s. To get to the BCR
we then divide this sum by the intervention costs. So formally, BCRs in stage s is given
by

BCRs =
Vi

s + Is − Vn
s

Is
.

A BCR less than 1 implies that the intervention is not cost-effective. Remember that the
calculation of the BCR takes into account the low predicted risk in countries with no cur-
rent violence and that policies are not guaranteed to be effective. For low stages for which
the predicted risk is very low, large dynamic benefits of prevention need to compensate
for low escalation risks to bring the BCR over 1.

To capture uncertainty in our BCR estimates, we take into account the uncertainty
from the estimation of the conflict stage model and the OLS regressions used to estimate
damages. When estimating the Hidden Markov Model the Viterbi algorithm computes
the most probable path and assigns a stage to each country/month observation based
on this most likely sequence. However, the Hidden Markov Model also outputs a pos-
terior probability distribution over the stages. In other words, there exists some uncer-
tainty over what stage the country is assigned to. We can therefore sample a stage, for
each country/month observation, from the posterior distribution 10,000 times. This gives
10,000 draws of the sequence of stages for each country, from which we can compute
10,000 different transition matrices.31 We pair each of these transition matrices with a
damage vector drawn using the coefficients of the OLS regressions and their respective
standard errors.32 Together, these simulations yield standard deviations around the BCR,
driven by the uncertainty of stage assignment and damages incurred.

We have in total 10,000 BCR estimates across all stages for the 168 countries in our

30The benefit-cost ratio is computed as gross gains divided by intervention costs. Future gains/losses
are discounted using a rate of 4% per year.

31In Appendix D, Figure D2 we show the standard deviations around each of the estimated transition
probabilities.

32We sample 10,000 times from the parameter estimates of the OLS regressions, assuming a normal dis-
tribution where the mean is equal to the point estimate and the standard deviation is equal to the standard
error.
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sample. First, we compute the average BCR by stage across all countries for each draw.
Figure 5 displays the distribution of these mean benefit-cost ratios by stage. To avoid
distributional assumptions, we show the 2.5th percentile, mean, and 97.5th percentile.
Under full information, it turns out to be beneficial to intervene in all stages except for
stage 1. The point estimates of the BCRs turn out to be hump-shaped with respect to
stages, with the highest BCR peaking at 15 in stage 8. The point estimate for intervention
in stage 1 is close to 1, while in stage 12 the return is still higher than $5 per dollar spent.
The high relative return to interventions in stage 8 is driven by the high uncertainty about
the pathways of this stage. Note that uncertainty regarding the categorization of this stage
is also high so that a risk averse policymaker would not regard it as particularly attractive
to intervene in stage 8.

Figure 5: Benefit-cost ratios of interventions with full information, including GDP dam-
ages
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NOTES: Figure shows reports benefit cost ratios (BCRs) from 10,000 simulations across all countries
by stage calculated from equation (4.2). For each simulation we draw a transition matrix and damage
vector, calculate the BCR for each country, and average across countries. Point estimates are the mean
BCR score. Bars represent the 2.5th and 97.5th percentile of the 10,000 means. Calculations include
GDP damages.

Crucially, the point estimates for the BCRs of stages 4 to 7 are not too dissimilar to the
BCRs of stages 11 and 12. This is partially a result of the assumptions regarding interven-
tion cost increase with fatalities. But it is to a large degree driven by the dynamic benefits
of preventing a fall into the conflict trap. Here is where stage 8 is particularly interesting.
When we run community detection algorithms on our full information transition matrix
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they detect a connected community going from stage 9 to 12 but excluding 8 when we
force few communities.33 This means stage 8 is more connected to stages below it than
stages above it. It is just outside the conflict trap but right before it. Figure 5 shows that
intervening in this situation maximizes expected prevention benefits.

4.2.1 Complementarity versus Substitutability

We now turn towards analyzing the spill-overs identified in our theoretical results. Do
complementarities and substitutes hold for the much more complex twelve stage model
under full information? To research this we switch off the possibility to intervene in some
stages and re-optimize to find the new BCRs for higher and lower stages.

In Figure 6 we simulate the returns to different policy bundles around stage 7 to see
whether the BCR for interventions in stage 7 is affected and by how much. We start with
row A where interventions are only permitted in stage 7. Row by row we allow more
interventions in lower stages to join till policy bundle G where interventions are allowed
to take place in stages 1 to 7. We then check how incentives to intervene change in stage
7 as we add substitutes in higher stages.

In policy bundle A, the return to intervening stage 7 is $7 per $1 invested. This in-
creases with every additional lower stage in which interventions are permitted - exactly
as predicted by our theory. In other words, prevention in stable peace is complemen-
tary to interventions in intermediate risk stage 7. This is because lower stages become
even better when intervening in them so incentives to shift to these stages from stage 7
increase. Notice the significant increase in BCRs from 7 to 7.96 when we allow for more
preventative policies.

In contrast, allowing for de-escalation in higher stages reduces the BCR in stage 7.
This crowding out is now really substantial, reducing the BCR to below 5 in row L when
allowing for interventions in all higher stages. Incentives to intervene in stage 7 fall by
close to 33% with interventions in conflict. As outlined in the theory model, the rationale
is that if one de-escalates during high risk and raging conflict, violent situations become
less of a burden, reducing incentives to prevent them in the first place.

33Calculations available from the authors. The algorithms we used were the Leiden Algorithm and the
hierarchical Girvan-Newman. The Girvan-Newman algorithm first separates stage 1 from all other stages,
then stage 2, and then makes 4 communities 1, 2, 3-8, 9-12
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Figure 6: Returns to interventions with policy bundles, full information, including GDP
damages
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While this is beyond the model it is possible to imagine a political economy model in
which policy incentives for politicians are affected by election incentives and that this im-
poses a higher discount rate. Politicians would then base decisions on a model closer to
the static view in Figure 4 and act late. Figure 6 shows that this political economy mecha-
nism would lower incentives for forward-looking agents in multilateral organizations or
state bureaucracies to engage earlier.

4.3 Information Rent

We now turn to our main policy experiment: the withdrawal of the forecast. Imagine
that there is no forecast in countries without recent violence so that the policymaker can-
not distinguish between situations of stable and relatively high-risk peace, i.e. between
stages 1 to 5. In Equation (8) we defined the information rent from providing this policy-
maker with a forecasting module. According to our definition, an information dividend
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is generated if having the full information leads to different decisions than under partial
information.

In panel A of Figure 7 we show the distribution of gains from 10,000 simulation draws
to assess the outcomes of implementing the optimal policy under partial information in
a hypothetical full information world and comparing those outcomes to the optimal full
information outcome. The x-axis shows information gain (relative to GDP) for the coun-
tries included in the sample. The average gain is 62.2% of GDP (standard deviation of
15.8). Less than 1% of simulations yield a gain of zero.

Given the BCRs in Figure 5 it should be clear that the information rent is coming
mostly from the low stages which are generating interventions under full information but
little interventions under partial information. Panel B of Figure 7 analyzes the differences
in policy choices across stages under full and partial information. Under full information,
the policymaker optimally intervenes in over 60% of cases where it would not optimally
intervene under partial information. This figure rises to almost 100% in stages 2 to 5. 34

Figure 7: Distribution of information rent
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This dramatic increase in intervention incentives with the information set is surpris-
ing. Why are interventions in stage 1 suddenly optimal despite this being the lowest
stage? The reason is that stage 1 is most closely connected to stages 2 to 5. This creates the

34Appendix Figure D4 shows that in the partial information case, a policymaker would intervene just
1% of the time in stages 1-6 across all countries and draws. In both partial and full information, it is almost
always optimal to intervene in any of stages 6-12.
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incentive to implement preventative policies in stage 1 to prevent escalation into these
stages under full information. Under partial information, this incentive is completely
gone as stages 1 to 5 cannot be distinguished. This finding suggests that the finer in-
formation granularity generates incentives for policy interventions that are completely
absent otherwise. Put differently, having a forecast helps the policymaker formulate poli-
cies because it provides new policy targets for conflict prevention in situations that are
very far away from conflict.

We have held the policy tools available to the policymaker constant. In the termi-
nology of Kleinberg et al. (2015), our policy experiment is only changing the prediction
quality of the policymaker, not the available treatments. This change in the information
environment leads to a dramatic shift in implemented policies and large economic gains.
One way to understand this is by contrasting the ergodic distributions with full and par-
tial information. The main change is in the share of countries that are in stage 1 in the long
run which increases from 32% under partial information policies to 46% under full infor-
mation. Some of this change comes from other peaceful stages but the total weight on
stages 1 to 7 goes up by close to 4 percentage points and the share of countries in conflict
falls by a percentage point. This is despite the fact that we use a pseudo-out-of-sample
forecast with realistically low performance in stages 1 to 5 and policy treatments that fail
most of the time, i.e., in more than four out of five cases. The information environment
has profound welfare implications.

4.3.1 Robustness and Additional Results

We run two sets of robustness checks and present these results in Table 2. First, we analyze
countries above and below median GDP per capita. This shows that, in relative terms, a
substantial information dividend arises regardless of the income group we focus on. In
absolute terms, the return is greater for richer countries given that there is more at stake.
Second, we study the sensitivity of the result to a change in the discount rate. An increase
in the discount rate from 4% to 10% yields an information rent in excess of 12% of GDP on
average, which is a lot lower than the benchmark rent of 62%. However, the relationship
here is to a large degree mechanic where stronger discounting leads to lower present
values. It is still optimal to intervene in stages 2 to 5 under full information - even with a
10% discount rate.

Table 2: Robustness checks

Country sample Discount Information rent (% of GDP)

rate (%) mean standard deviation

Benchmark 4 62.2 15.8
Above median GDP per capita 4 57.5 11.8
Below median GDP per capita 4 66.8 17.8
Benchmark 10 12.5 3.4

Notes: The mean and standard deviations and the information rents are computed us-
ing 10,000 simulations.
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However there is the possibility that the policymaker uses extreme levels of discount-
ing for political economy reasons.35 A drastic increase of the discount rate to 50% would
lower BCRs across the board, and even decrease them below 1 for lower risk stages given
that so little value is placed on (potential) future events. The policymaker acts more ac-
cording to the static damage model shown in Figure 4(A) above. Only some preventative
incentives, especially in stages 4 and 5, survive even such extreme levels of discounting
under full information.

Optimal policy also changes dramatically when we disregard the development incen-
tives for donors altogether, i.e. when we don’t treat damages to GDP growth as costs
from conflict. The withdrawal of the main driver of damages reduces the returns to in-
terventions dramatically. As expected, in panel (B) of Appendix Figure D3 we see a dra-
matic decrease in intervention incentives with BCRs even dropping below 1 for stages 1
to 5 under full information. Conflict prevention in our model is, to a large extent, moti-
vated by developmental gains, i.e., by the economic welfare of conflict-affected countries.
Nonetheless, amongst a minority of poor countries prevention still takes place under full
information generating an average information gain of 7% of GDP.

5 Conclusion

This article presents a dynamic decision model to analyze the trade-offs involved in de-
ciding whether to engage in early action (prevention) and/or late action (de-escalation) in
the face of recurring risks such as armed conflicts. The Markov model has brought to light
that prevention tends to encourage subsequent de-escalation actions, while de-escalation
can, in certain contexts, deter preventive measures. This interdependence highlights the
complexity inherent in crafting policies for conflict management and resolution.

A critical revelation of our model is the transformative role of forecasts in policymak-
ing. Their integration fundamentally reshapes the approach to risk management. By
applying our framework to a global dataset of armed conflicts spanning from 2010 to
2022, we have highlighted the existence of an information rent in armed conflict policies,
currently overlooked or underutilized by governments and international organizations.
Our analysis of status quo policies suggests that this rent could be realized through sys-
tematic use of forecast and the potential long-term benefits of such a strategic policy are
significant and far-reaching.

But, the implications of our findings extend well beyond the sphere of armed conflicts.
Similar frameworks might help shed light on other policy challenges as well, ranging
from public health crises, inflation, financial crises, and climate change policy decisions.
Future research could explore these avenues, examining the role of forecasts in dynamic
decision-making across diverse domains. Moreover, empirical research focusing on the
practical application of these models in real-world policy settings could yield valuable
insights into the challenges and efficacy of forecast-based prevention and de-escalation
strategies.

35For recent examples see Aguiar and Amador (2011) or Besley and Persson (2011a).

34



A strong argument for paying close attention to the benefits of prevention is that in
other areas such knowledge has led to considerable policy and institutional changes. This
is most obvious in the area of public health. Public health policies are often directly tar-
geting prevention like in the distribution of vaccines or the development of guidelines
for cancer prevention. For example, the World Cancer Research Fund (WCRF) and the
American Institute of Cancer Research (AICR) developed cancer prevention recommen-
dations on diet and nutrition in 2018. These recommendations are based on the contin-
uous update project of evidence in cancer research, which summarizes current evidence
with relevant papers from randomized controlled trials and cohort studies.36

But there is also a long tradition within the political economy literature that under-
pins preventative policies in several areas. For example, institutional frameworks like
the European stability pact can be traced back to academic contributions to fiscal debt.37

Similarly, one of the arguments for central bank independence has been that short-cited
politics or commitment problems would get in the way of a more preventative approach
to inflation.38 Accordingly, central bankers counter inflation not only when it arises.

Two shortcomings are that the analysis ignores uncertainty around the forecast and
policies that are already being implemented. The forecast system does not explicitly take
into account the implemented policies but we know from the literature on conflict that
effective preventative policies have been implemented in many cases in the past. This
means that our forecast model relies on data that includes attempts to counter risk. Un-
raveling the mix of policies and other risk factors will be crucial to understand risk bet-
ter and at the same time, get a better understanding of the effectiveness of preventative
policies. This is also crucial for implementing a policy system based on forecasts as sys-
tematic, effective policies will make forecasts obsolete. A systematic collection of data
on policies is crucial here but, at this point, we also lack the econometric and machine
learning tools to integrate forecasting and causal inference.

36Shams-White et al. (2022) provide evidence that these recommendations can help prevent cancer.
37See Alesina and Perotti (1995) for an overview.
38See Fraccaroli and Whitworth (2020) for a recent overview and empirical test.
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Moreno-Pino, Fernando, Emese Sükei, Pablo M Olmos, and Antonio Artés-Rodrı́guez,
“PyHHMM: A Python library for heterogeneous hidden Markov models,” arXiv
preprint arXiv:2201.06968, 2022.

Mueller, Hannes and Christopher Rauh, “Reading between the lines: Prediction of po-
litical violence using newspaper text,” American Political Science Review, 2018, 112 (2),
358–375.

and , “The hard problem of prediction for conflict prevention,” Journal of the European
Economic Association, 2022, 20 (6), 2440–2467.

and , “Building bridges to peace: A quantitative evaluation of power-sharing agree-
ments,” Economic Policy, April 2024, 39 (118), 411–467.

39



, , and Alessandro Ruggieri, “Dynamic Early Warning and Action Model,” 2022.

, , and Ben Seimon, “Introducing a global dataset on conflict forecasts and news
topics,” Data & Policy, 2024, 6, e17.

, , Benjamin Seimon, and Raphael Espinoza, “The Urgency of Conflict Prevention –
A Macroeconomic Perspective,” IMF Working Paper, 2024.

Müller, Karsten and Carlo Schwarz, “Fanning the Flames of Hate: Social Media and
Hate Crime,” Journal of the European Economic Association, 2021, 19 (4), 2131–2167.
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A Model Appendix

A.1 Preliminaries for Proof of Propositions 1 and 2

In this section, we solve for steady-state values in the two-stage model. Let V1 and V2 be
the present discounted value of stages 1 and 2 when the optimal intervention policies are
implemented. With a slight abuse of notation, denote V1(ϕ1, ϕ2) and V2(ϕ1, ϕ2) the present
discounted values in stages 1 and 2 conditional on implementing policy ϕ1 ∈ {0, 1} in
stage 1 and ϕ2 ∈ {0, 1} in stage 2.

Therefore, the values of stages 1 and 2 conditional on not implementing any policy in
both states, (ϕ1 = 1, ϕ2 = 0) are equal to:

V1(ϕ1 = 0, ϕ2 = 0) = β (p11V1 + (1 − p11)V2) = β
(1 − p11)V2

1 − βp11

V2(ϕ1 = 0, ϕ2 = 0) = −D + β ((1 − p22)V1 + qV2) =
−D + β (1 − p22)V1

1 − βq

which yields

V1(ϕ1 = 0, ϕ2 = 0) =
β (1 − p11) (−D)

(1 − β) (1 + β − p11β − qβ)

V2(ϕ1 = 0, ϕ2 = 0) =
(1 − p11β) (−D)

(1 − β) (1 + β − p11β − qβ)

The values of stages 1 and 2 conditional on implementing only prevention policy, (ϕ1 =

1, ϕ2 = 0), are equal to:

V1(ϕ1 = 1, ϕ2 = 0) = −I1 + β ((p11 + τ (1 − p11))V1 + (1 − p11 − τ (1 − p11))V2)

=
−I1 + β (1 − (p11 + τ (1 − p11)))V2

1 − β (p11 + τ (1 − p11))

V2(ϕ1 = 1, ϕ2 = 0) =
−D + β (1 − p22)V1

1 − βq

or

V1(ϕ1 = 1, ϕ2 = 0) =
β (1 − (p11 + τ (1 − p11))) (−D) + (1 − βq) (−I1)

(1 − β) (1 + β − (p11 + τ (1 − p11)) β − qβ)

V2(ϕ1 = 1, ϕ2 = 0) =
(1 − β (p11 + τ (1 − p11))) (−D) + β (1 − p22) (−I1)

(1 − β) (1 + β − (p11 + τ (1 − p11)) β − qβ)

The values of stages 1 and 2 conditional on implementing only de-escalation policy, (ϕ1 =

1



0, ϕ2 = 1), are equal to:

V1(ϕ1 = 0, ϕ2 = 1) = β
(1 − p11)V2

1 − βp11

V2(ϕ1 = 0, ϕ2 = 1) = −D − I2 + β ((1 − p22 + τ (1 − p22))V1 + (q − τ2)V2)

=
−D − I2 + β (1 − p22 + τ (1 − p22))V1

1 − β (q − τ (1 − p22))

so that

V1(ϕ1 = 0, ϕ2 = 1) =
β (1 − p11) (−D − I2)

(1 − β) (1 + β − p11β − (q − τ (1 − p22)) β)

V2(ϕ1 = 0, ϕ2 = 1) =
(1 − βp11) (−D − I2)

(1 − β) (1 + β − p11β − (q − τ (1 − p22)) β)

The values of stages 1 and 2 conditional on implementing both prevention and de-escalation
policies (ϕ1 = 1, ϕ2 = 1), are equal to:

V1(ϕ1 = 1, ϕ2 = 1) =
β (1 − (p11 + τ (1 − p11))) (−D − I2) + (1 − β (q − τ (1 − p22))) (−I1)

(1 − β) (1 + β − (p11 + τ1) β − (q − τ (1 − p22)) β)

V2(ϕ1 = 1, ϕ2 = 1) =
(1 − β (p11 + τ (1 − p11))) (−D − I2) + β (1 − β (p22 − τ (1 − p22))) (−I1)

(1 − β) (1 + β − (p11 + τ1) β − (p22 − τ (1 − p22)) β)
.

If we insert the present values without de-escalation and without prevention into the
optimal intervention conditions (1) we get

I1 < βτ (1 − p11)
D

1 + β − p11β − p22β

and the necessary condition for de-escalation without prevention is

I2 < βτ (1 − p22)
D

1 + β − p11β − p22β
.

A.2 Proof of Proposition 1

Proof. Prevention with de-escalation is optimal, iff

I1 < βτ (1 − p11) (V1 − V2)

I1 < βτ (1 − p11)

(
D + I2

1 + β − p11β − (p22 − τ2) β

)
which is harder to satisfy than prevention without de-escalation if(

D + I2

1 + β − p11β − (p22 − τ (1 − p22)) β

)
<

(
D

1 + β − p11β − p22β

)

2



or
I2 < βτ (1 − p22)

D
1 + β − p11β − p22β

which is the condition for de-escalation without prevention. This completes the proof
that de-escalation crowds out prevention.

A.3 Proof of Proposition 2

Proof. De-escalation without prevention if

I2 < βτ (1 − p22)

(
D

1 + β − p11β − p22β

)
and with prevention

I2 < βτ (1 − p22)

(
D − I1

1 + β − (p11 + τ1) β − p22β

)
This is easier to satisfy if

D − I1

1 + β − (p11 + τ (1 − p11)) β − p22β
>

D
1 + β − p11β − p22β

or
βτ1

D
1 + β − p11β − p22β

> I1

which is the condition for prevention. This completes the proof that prevention crowds
in de-escalation.
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A.4 The Role of Forecasting in Prevention Policy

The size and robustness of prevention benefits and the information rent derived here sug-
gest that significant rents could be generated by basing policy on systematic quantitative
forecasting, as, for example, in Central Banking. But for this argument to have any rele-
vance, we need to argue that these preventative policies are not already implemented.

The international organization with the most direct mandate to engage in preventive
action is the Department of Political and Peacebuilding Affairs (DPPA). Its Mid-year re-
port for 2022 states:

With US$9.4 million received from 11 donors, DPPA supported peace processes, mediation,
and elections, throughout the world. From Ethiopia, Libya, and Myanmar to Syria and Yemen, we
continued to advance political solutions in some of the most challenging crises, provided mediation
between parties at odds, and encouraged preventive action for lasting peace.

This is a revealing statement for two reasons. First, the five countries mentioned spent
the entirety of 2022 in one of stages 9, 10, 11, or 12. Syria and Myanmar spent the en-
tire year in stage 11, Yemen spent 9 months in stage 11 and 3 months in stage 12, while
Ethiopia spent 6 months in stage 11 and 4 months in stage 12. Second, the budget is ex-
tremely small for an organization that deals with conflict worldwide. For comparison,
the UNHCR budget in 2022 was US$10.714 billion. The small DPPA budget seems to be
completely absorbed by attempts to de-escalate the most violent ongoing conflicts.

The World Bank has a much larger budget and it is making fragile and conflict-affected
situations (FCS) one of its main priorities. The Bank has an FCS country list and special
funding and policy instruments in place for countries on the list. This suggests a big
focus on prevention as fragility is a concept that is intimately connected to forecasting -
the word is capturing an uncertain, risky future. However, to enter the FCS list, countries
need to have a) a Country Policy and Institutional Assessment (CPIA) rating of 3.2 or less
or b) the presence of a United Nations and/or regional peace-keeping or peace-building
mission. This second aspect very obviously targets the aftermath of armed conflict - not its
prevention. The first element has preventive elements but the data underlying the CPIA
is released with significant delay and is heavily affected by armed conflict. The result is
largely a list of countries with recent or ongoing conflicts and has very little predictive
power beyond the, admittedly strong, persistence of conflict. This means that the FCS
policy response by the World Bank and other actors using the list will be largely directed
away from prevention and towards the trap stages of 9 to 12.

Most organizations working in this area are separated into development and conflict
departments and the conflict specialists are only allocated to countries when a country
lands on one of the lists, i.e. when there are substantial levels of violence. In addition,
conflict-specific programs are withdrawn relatively quickly when violence stops. This is
clearly visible in the data if we look at average responses across stages. We have con-
ducted a systematic analysis of existing policy variables and everything points towards
a late policy response in high stages 9 to 12. Sanctions and mediation for power-sharing
agreements both clearly react to violence and therefore accumulate in the highest stages -
so do peacekeeping missions and UN resolutions.

A summary of the cross-sectional variation of the allocation of different resources is

4



presented in Figure A1. Power-sharing agreements are shown in panel A. We see that
there are relatively few agreements below stage 10 and almost none below stage 8 - stages
which the model identified as crucial. A similar pattern emerges in panel B for peace
and security spending. Government and civil society ODA spending in panel C shows
slightly more attention to lower stages but the dominance of stages with actual conflict
persists. Only economic ODA in panel D paints a more nuanced picture. Economic aid,
typically not explicitly associated with conflict prevention, is relatively strong in preven-
tative stages. In Mueller et al. (2024b) we show the same pattern for IMF macro programs.

The documented allocations of resources reinforce the impression that there are little
to no systematic conflict prevention policies in place at the global level. Generally, there
is substantial engagement in countries at high risk but the engagement is focused on
economic development and fiscal aspects.1 The intuition could be that what is good for
economic development is automatically reducing conflict. However, the literature docu-
ments some counter-examples, e.g. Dube and Vargas (2013), Berman et al. (2017), Sonno
(2024).

In summary, our analysis suggests that there are attainable information gains. Status
quo policies are reacting to violence or not directly addressing conflict risk. This is despite
a large literature in economics analyzing causal factors for risks and showing that there
are interventions that can help address conflict risks.2

1It should be mentioned that there is country heterogeneity by donor country here with the UK more
heavily engaged with a different policy mix in preventative stages. Our conversations with the FCDO
clearly indicate an awareness of the problems pointed out here.

2For a recent review see Rohner (2024).
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Figure A1: Allocation of resources across stages
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(C) Government and civil society ODA
spending
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(D) Economic aid ODA spending
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NOTES: In Panel A an observation is defined as a country/month. The figure shows the share of
observations, conditional on the stage, in which power-sharing agreements took place in the period
2010-2020. Panels B, C, and D show average monthly expenditure (US$mn) on specific ODA cate-
gories by stage, sourced from the OECD. Panel B shows the ODA spending on peace and security,
panel C shows ODA spending on government and civil society, and panel D shows ODA spending
on economic aid.
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B Hidden Markov Model

There is no single panel series that would give guidance on all the different aspects of
the conflict cycle. The armed conflict outbreak forecast, for example, is most useful when
in peace whereas the conflict intensity forecast captures conflict dynamics best. In ad-
dition, we explicitly want to model the conflict trap by taking into account post-conflict
dynamics (Mueller and Rauh 2022). We, therefore, opt to use a Hidden Markov Model
(HMM) that describes sequences of five panel series through twelve latent states. The
five panel series are two armed conflict outbreak forecasts (both the full and text model),
the intensity forecast, log(1+ fatalities per 1mn inhabitants), and conflict onset regressed
on a polynomial of degree three of the number of months since the last conflict.3 The
latter input reinforces the high risk in the months following armed conflict that decays
exponentially.

The HMM assumes that these five observable variables are generated by a sequence
of internal hidden states S which we call risk stages. The hidden states are not observed
directly. The transitions between hidden states are assumed to be a (first-order) Markov
chain. They can be specified by a start probability vector and a transition matrix T. In our
case, the emission probabilities (i.e. the probability of an observation being generated by
a stage si) are assumed to be Gaussian. The state space of the HMMs is discrete, hence
the key hyperparameter is the number of states. We estimate the model on the entire data
from 2010m1 to 2024m2.

We solve the dynamic programming problem involved in backing out the states through
the combination of two algorithms called the Viterbi algorithm, a Forward-Backward al-
gorithm, and an Expectation-Maximization (EM) algorithm, known as the Baum-Welch
algorithm. We use the PyHHMM package in Python. For more technical details see the
PyHHMM documentation and Moreno-Pino et al. (2022).

3The values are derived from the following model:

ŷ =

{
max(β̂0 + β̂1x + β̂2x2 + β̂3x3, 0), if the country is not in armed conflict,
1, if the country is in armed conflict.

where x represents the number of months since the country last experienced armed conflict. In the OLS
regression used to derive the β̂, the dependent variable is a binary indicator for the onset of an armed
conflict within the next twelve months. The point estimates for β̂0, β̂1, β̂2, and β̂3 are 0.2853, -0.0028, 9.401e-
06 and -1.057e-08 respectively. Note that where a country is deemed to be in armed conflict in that month,
we set ŷ equal to 1.
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Figure B2: Distributions of variables entering HMM

(A) Predicted outbreak risk (full model) (B) Predicted outbreak risk (text model)
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(C) Predicted conflict intensity (D) Fitted values of time since last conflict regression
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(E) Log(1+fatalities per 1mn inhabitants)
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NOTES: Figure shows the distribution of the features conditional on the stage. The box plots dis-
play the minimum, first quartile, median, third quartile, and maximum and outliers are shown
as individual points beyond the whiskers. Panel (D) shows fitted values OLS regressions with
armed conflict in the next month as the dependent variable of the OLS. The functional form is
ŷ = max(β̂0 + β̂1x + β̂2x2 + β̂3x3, 0) if the country is not in armed conflict, where x represents the
number of months since the country last experienced armed conflict, and ŷ = 1 if the country is in
armed conflict. 8



Figure B3: Predictive performance

(A) Receiver-operating curve
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(B) Precision-recall curve
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NOTES: The blue solid line shows the predictive performance of the continuous predicted outbreak
probability by conflictforecast.org. The orange dashed line shows the predictive performance
using the twelve risk stages. Predictive performance is summarized by the trade-offs between true
positives (TP), false positives (FP), false negatives (FN), and true negatives (TN). Panel A summarizes
predictive performance in terms of the false positive rate ( FP

FP+TN ) on the x-axis and true positive rate
( TP

TP+FN ) on the y-axis. In Panel B recall on the x-axis is the true positive rate, i.e. TP
TP+FN , and precision

is defined as TP
TP+FP .
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C Damages

In Appendix Figure C1 we summarize all four damage categories. In the regression of
GDP per capita on stage dummies we control for country-fixed effects and a one-year lag
of GDP per capita levels. For ODA, fatalities, and refugees we do not include country-
fixed effects as these are directly linked to conflict, so identification is less of an issue.

For the translation of fatalities to monetary costs we use a cost per life of 0.9 million
US$ León and Miguel 2017. Refugees per capita are indicating huge disruptions for stages
11 and 12 with 4% to 13% of the entire population leaving their home country on average
in a year. We use a study from Tan et al. (2016) to translate refugee costs into a monetary
equivalent. They report a cost of $623 in 2011 prices which we convert to $660 in 2015
prices. This will be an underestimate of the true costs of displacement which entail human
suffering, the loss of mental and physical health, and reduced education.

Economic losses from GDP are a key dimension of our loss calculation. Note that we
need to weigh the growth loss by the level of GDP to get to a total number. This means
that our estimates of the total damages from conflict will be a function of the level of GDP.
Furthermore, we need to translate growth numbers into static damages. As there is no
significant recovery from conflict these damages need to take into account the reduced
capacity of GDP in the future. We therefore calculate the discounted GDP reduction from
now to up to 10 years. In this calculation, we do not assume large GDP baseline growth
which would increase the total cost significantly.
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Figure C1: Estimated damages across risk stages

(A) GDP per capita growth (B) Fatalities
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(C) Refugee stock (D) Humanitarian ODA
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NOTES: The figure shows coefficients from regressing damages on dummies for each stage with 95%
confidence intervals. GDP growth loss regressions include country-fixed effects and a one-year lag of
GDP per capita levels together. Standard errors are robust and clustered at the country/year level.
The data sources for fatalities are UCDP (Sundberg and Melander 2013, Davies et al. 2023), World
Bank for GDP growth and population statistics (World Bank 2022), UNHCR for refugees (UNHCR
2022), and the OECD for ODA (OECD 2022).
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D Additional Figures

D.1 Stage Visit History

Table D.1: Visit counts by isocode across stages, Jan 2010 to Feb 2024

Stage 1 2 3 4 5 6 7 8 9 10 11 12
Isocode

AFG 0 0 0 0 0 0 0 0 7 14 67 82
AGO 0 0 33 40 10 54 28 5 0 0 0 0
ALB 76 94 0 0 0 0 0 0 0 0 0 0
ARE 17 69 62 20 2 0 0 0 0 0 0 0
ARG 141 29 0 0 0 0 0 0 0 0 0 0
ARM 0 0 38 9 1 91 9 19 3 0 0 0
ATG 170 0 0 0 0 0 0 0 0 0 0 0
AUS 99 22 47 1 1 0 0 0 0 0 0 0
AUT 111 19 29 10 1 0 0 0 0 0 0 0
AZE 0 0 0 2 0 50 64 19 31 1 1 2
BDI 0 0 2 24 0 30 5 25 62 22 0 0
BEL 44 19 74 14 1 15 2 1 0 0 0 0
BEN 5 86 21 27 4 9 10 7 1 0 0 0
BFA 0 29 43 0 0 14 13 8 3 18 42 0
BGD 0 0 0 116 54 0 0 0 0 0 0 0
BGR 149 21 0 0 0 0 0 0 0 0 0 0
BHR 13 43 92 0 0 14 0 8 0 0 0 0
BHS 170 0 0 0 0 0 0 0 0 0 0 0
BIH 97 68 0 4 1 0 0 0 0 0 0 0
BLR 105 65 0 0 0 0 0 0 0 0 0 0
BOL 0 135 13 20 2 0 0 0 0 0 0 0
BRA 0 0 0 49 21 10 14 7 30 39 0 0
BRB 167 3 0 0 0 0 0 0 0 0 0 0
BRN 170 0 0 0 0 0 0 0 0 0 0 0
BTN 91 79 0 0 0 0 0 0 0 0 0 0
BWA 159 11 0 0 0 0 0 0 0 0 0 0
CAF 0 0 0 0 0 7 0 24 12 45 78 4
CAN 98 72 0 0 0 0 0 0 0 0 0 0
CHE 170 0 0 0 0 0 0 0 0 0 0 0
CHL 121 49 0 0 0 0 0 0 0 0 0 0
CHN 0 0 112 58 0 0 0 0 0 0 0 0
CIV 0 0 79 23 2 43 3 7 8 2 3 0

CMR 0 37 10 4 1 0 1 7 4 102 4 0

Continued on next page
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Table D.1: Visit counts by isocode across stages, Jan 2010 to Feb 2024

Stage 1 2 3 4 5 6 7 8 9 10 11 12
Isocode

COD 0 0 0 0 0 0 0 0 24 57 89 0
COG 0 0 78 39 1 43 3 6 0 0 0 0
COL 0 0 0 0 0 5 18 22 104 21 0 0
COM 69 99 0 0 0 1 0 1 0 0 0 0
CRI 169 0 0 0 1 0 0 0 0 0 0 0
CUB 170 0 0 0 0 0 0 0 0 0 0 0
CYP 167 3 0 0 0 0 0 0 0 0 0 0
CZE 148 22 0 0 0 0 0 0 0 0 0 0
DEU 71 39 48 11 1 0 0 0 0 0 0 0
DJI 0 0 133 0 0 33 0 4 0 0 0 0

DMA 170 0 0 0 0 0 0 0 0 0 0 0
DNK 161 2 2 4 1 0 0 0 0 0 0 0
DOM 98 72 0 0 0 0 0 0 0 0 0 0
DZA 0 0 0 31 16 16 20 3 58 26 0 0
ECU 0 27 100 5 1 23 1 13 0 0 0 0
EGY 0 0 0 21 4 20 35 13 57 20 0 0
ERI 0 14 118 2 2 31 1 2 0 0 0 0
ESP 0 60 98 11 1 0 0 0 0 0 0 0
EST 166 4 0 0 0 0 0 0 0 0 0 0
ETH 0 0 0 4 0 13 27 11 66 17 31 1
FIN 169 1 0 0 0 0 0 0 0 0 0 0
FJI 166 4 0 0 0 0 0 0 0 0 0 0

FRA 0 26 77 28 16 20 1 2 0 0 0 0
GAB 41 120 4 4 1 0 0 0 0 0 0 0
GBR 0 42 118 7 3 0 0 0 0 0 0 0
GEO 0 61 87 3 1 17 0 1 0 0 0 0
GHA 0 54 75 21 4 10 5 1 0 0 0 0
GIN 0 0 55 21 1 79 8 6 0 0 0 0
GMB 0 79 79 11 1 0 0 0 0 0 0 0
GNB 41 115 4 0 0 8 0 2 0 0 0 0
GNQ 54 116 0 0 0 0 0 0 0 0 0 0
GRC 84 86 0 0 0 0 0 0 0 0 0 0
GRD 170 0 0 0 0 0 0 0 0 0 0 0
GTM 0 0 107 27 4 30 0 2 0 0 0 0
GUY 0 85 85 0 0 0 0 0 0 0 0 0
HND 0 0 21 20 0 103 10 16 0 0 0 0
HRV 127 43 0 0 0 0 0 0 0 0 0 0

Continued on next page

13



Table D.1: Visit counts by isocode across stages, Jan 2010 to Feb 2024

Stage 1 2 3 4 5 6 7 8 9 10 11 12
Isocode

HTI 0 29 65 0 0 38 3 18 8 9 0 0
HUN 156 14 0 0 0 0 0 0 0 0 0 0
IDN 0 0 32 85 53 0 0 0 0 0 0 0
IND 0 0 0 0 170 0 0 0 0 0 0 0
IRL 167 1 0 1 1 0 0 0 0 0 0 0
IRN 0 0 0 22 48 44 34 7 15 0 0 0
IRQ 0 0 0 0 0 0 0 0 4 76 63 27
ISL 170 0 0 0 0 0 0 0 0 0 0 0
ISR 0 0 0 0 0 27 8 18 75 35 0 7
ITA 169 1 0 0 0 0 0 0 0 0 0 0
JAM 44 106 20 0 0 0 0 0 0 0 0 0
JOR 0 0 127 15 1 23 1 3 0 0 0 0
JPN 165 5 0 0 0 0 0 0 0 0 0 0
KAZ 108 62 0 0 0 0 0 0 0 0 0 0
KEN 0 0 0 0 0 8 20 13 106 23 0 0
KGZ 0 0 114 11 1 39 2 3 0 0 0 0
KHM 0 61 80 11 0 16 1 1 0 0 0 0
KOR 170 0 0 0 0 0 0 0 0 0 0 0
KWT 0 65 93 0 0 11 0 1 0 0 0 0
LAO 0 112 58 0 0 0 0 0 0 0 0 0
LBN 0 0 33 15 0 52 2 35 28 5 0 0
LBR 0 66 76 24 4 0 0 0 0 0 0 0
LBY 0 0 13 0 0 34 4 13 24 15 64 3
LKA 0 0 103 32 2 30 2 1 0 0 0 0
LTU 170 0 0 0 0 0 0 0 0 0 0 0
LUX 170 0 0 0 0 0 0 0 0 0 0 0
LVA 166 4 0 0 0 0 0 0 0 0 0 0
MAR 0 34 96 32 8 0 0 0 0 0 0 0
MDA 78 92 0 0 0 0 0 0 0 0 0 0
MDG 0 0 112 22 2 31 1 2 0 0 0 0
MDV 159 11 0 0 0 0 0 0 0 0 0 0
MEX 0 0 0 0 0 0 0 0 50 68 37 15
MKD 59 101 10 0 0 0 0 0 0 0 0 0
MLI 0 0 0 0 0 19 3 11 24 41 72 0
MLT 162 8 0 0 0 0 0 0 0 0 0 0
MMR 0 0 0 0 0 0 2 1 85 52 30 0
MNE 170 0 0 0 0 0 0 0 0 0 0 0

Continued on next page
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Table D.1: Visit counts by isocode across stages, Jan 2010 to Feb 2024

Stage 1 2 3 4 5 6 7 8 9 10 11 12
Isocode

MNG 152 18 0 0 0 0 0 0 0 0 0 0
MOZ 0 0 23 25 5 24 23 16 6 48 0 0
MRT 0 0 118 0 0 45 4 3 0 0 0 0
MUS 170 0 0 0 0 0 0 0 0 0 0 0
MWI 0 170 0 0 0 0 0 0 0 0 0 0
MYS 35 17 101 3 2 11 0 1 0 0 0 0
NAM 53 105 0 11 1 0 0 0 0 0 0 0
NER 0 0 18 16 1 22 3 10 32 62 6 0
NGA 0 0 0 0 0 0 0 3 22 129 16 0
NIC 128 33 9 0 0 0 0 0 0 0 0 0
NLD 169 1 0 0 0 0 0 0 0 0 0 0
NOR 136 34 0 0 0 0 0 0 0 0 0 0
NPL 0 43 107 14 1 5 0 0 0 0 0 0
NZL 156 14 0 0 0 0 0 0 0 0 0 0
OMN 15 155 0 0 0 0 0 0 0 0 0 0
PAK 0 0 0 0 0 0 36 5 55 39 35 0
PAN 123 47 0 0 0 0 0 0 0 0 0 0
PER 0 0 14 109 32 6 9 0 0 0 0 0
PHL 0 0 0 0 0 0 52 3 85 30 0 0
PNG 0 5 98 0 0 48 3 14 2 0 0 0
POL 134 20 10 5 1 0 0 0 0 0 0 0
PRT 160 10 0 0 0 0 0 0 0 0 0 0
PRY 61 16 44 33 3 12 0 1 0 0 0 0
QAT 56 114 0 0 0 0 0 0 0 0 0 0
ROU 154 16 0 0 0 0 0 0 0 0 0 0
RUS 0 0 0 23 80 0 33 2 32 0 0 0
RWA 0 0 83 25 2 46 11 3 0 0 0 0
SAU 0 0 79 35 10 19 18 4 5 0 0 0
SDN 0 0 0 0 0 0 0 0 36 62 72 0
SEN 0 0 84 27 8 30 16 5 0 0 0 0
SGP 170 0 0 0 0 0 0 0 0 0 0 0
SLE 12 73 69 11 1 3 0 1 0 0 0 0
SLV 0 73 63 20 2 11 0 1 0 0 0 0
SOM 0 0 0 0 0 0 0 0 1 0 167 2
SRB 154 16 0 0 0 0 0 0 0 0 0 0
SSD 0 0 0 0 0 0 0 0 25 48 79 0
SVK 161 9 0 0 0 0 0 0 0 0 0 0

Continued on next page
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Table D.1: Visit counts by isocode across stages, Jan 2010 to Feb 2024

Stage 1 2 3 4 5 6 7 8 9 10 11 12
Isocode

SVN 159 11 0 0 0 0 0 0 0 0 0 0
SWE 84 5 55 12 8 4 1 1 0 0 0 0
SWZ 93 20 0 0 0 44 0 13 0 0 0 0
SYC 170 0 0 0 0 0 0 0 0 0 0 0
SYR 0 0 14 0 0 0 0 5 0 0 54 97
TCD 0 0 24 12 0 29 3 17 56 28 1 0
TGO 0 52 90 5 1 9 5 8 0 0 0 0
THA 0 0 0 7 93 0 53 1 16 0 0 0
TJK 0 0 40 47 2 65 9 7 0 0 0 0

TKM 12 141 17 0 0 0 0 0 0 0 0 0
TLS 51 106 13 0 0 0 0 0 0 0 0 0
TUN 0 0 16 28 2 48 45 14 17 0 0 0
TUR 0 0 0 0 0 15 48 13 62 32 0 0
TZA 0 0 79 58 8 15 9 1 0 0 0 0
UGA 0 0 49 57 12 41 5 3 3 0 0 0
UKR 47 1 0 0 1 0 1 6 43 41 5 25
URY 164 6 0 0 0 0 0 0 0 0 0 0
USA 0 0 111 53 6 0 0 0 0 0 0 0
UZB 0 70 96 0 0 4 0 0 0 0 0 0
VNM 127 34 0 8 1 0 0 0 0 0 0 0
YEM 0 0 0 0 0 0 5 10 3 40 102 10
ZAF 0 29 54 45 21 13 6 2 0 0 0 0
ZMB 5 159 6 0 0 0 0 0 0 0 0 0
ZWE 0 0 102 60 8 0 0 0 0 0 0 0
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D.2 Intervention Costs

The table shows the regression to derive our cost per fatality estimate for the intervention
cost function. This cost is supposed to capture the fact that meaningful policy implemen-
tation becomes much more expensive with ongoing violence. We rely on a dataset from
2010 to the end of 2023 which contains monthly fatalities (UCDP), the average monthly
peacekeeping budget (UN), and power- sharing agreements (PA-X version 8). First, we
subset to all country/month observations where there is an agreement. We then com-
pute the average peacekeeping spend in the 18 months of an agreement (the month of the
agreement and the following 17 months). We then regress this 18-month average of the
peacekeeping budget on the log(1+fatalities per 1mn inhabitants).

Table D.2: Costs in terms of peacekeeping budget per fatality

(1)

Log (1+fatalities per 1mn) 14.956∗∗∗

(2.583)
Time FE No
Country FE No

Observations 343
R2 0.090

Notes: Notes: The dependent variable is
average 18 month peacekeeping budget.
∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. Standard er-
rors in parentheses.
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D.3 Static and Dynamic Damages by GDP per Capita

Figure D1: Static vs dynamic damages by stage, full information

Below median GDP per capita
(A) Static damage breakdown (B) Dynamic damage breakdown
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Above median GDP per capita
(C) Static damage breakdown (D) Dynamic damage breakdown
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NOTES: The left panel shows the damages in a given period Ds, while the right shows DPV
s defined

by Equation (9), which is the present value including all future damages discounted using an annual
rate of 4% and assuming a 1% annual GDP growth.

D.4 Transition Matrix

For each country/month observation, we sample a stage from the posterior distribution
10,000 times. This gives 10,000 draws of the sequence of stages for each country, from
which we can compute 10,000 different transition matrices. Figure D2 shows the result-
ing standard deviations. Note that in the partial information, any stage draw of 1-5 is
assumed to be equivalent to a draw of the super-stage 1.
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Figure D2: Standard deviations of transition matrices

(A) Partial information
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D.5 Additional Results

Figure D3: Benefit-cost ratios of interventions with full information

(A) Including GDP damages (B) Excluding GDP damages
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NOTES: Figure shows reports benefit cost ratios (BCRs) from 10,000 simulations across all countries
by stage calculated from equation (4.2). In panel (A) GDP damages are included and in panel (B) GDP
damages are excluded. For each simulation we draw a transition matrix and damage vector, calculate
the BCR for each country, and average across countries. Calculations include GDP damages. Figure
reports the distribution of the mean BCR’s as a violin plot, where the Scott method is used to compute
the kernel bandwidth. Inner lines represent the 25th, 50th, and 75th percentile respectively.
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Figure D4: Intervention shares by stage and under partial and full information
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intervene in full information across all draws.
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Table D.3: Ergodic distributions across stages under full and partial information (%)

Information

Stage Full Partial
1 45.76 31.56
2 16.02 15.26
3 16.01 19.42
4 5.72 8.30
5 1.96 3.49
6 5.20 7.86
7 1.78 2.70
8 1.28 1.94
9 2.61 3.95

10 1.82 2.75
11 1.48 2.24
12 0.36 0.54

Notes: The percentages
represent the ergodic
distributions across
stages resulting from
optimal policy under
the two information
environments.
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E Approximating Effectiveness τ Using Power-Sharing Agree-
ments

The purpose of this appendix is to outline our methodology for calibrating our policy
effectiveness parameter τ. We start with our panel of risk stages for 168 countries from
Jan 2010 to Feb 2024, monthly UCDP fatalities, and the PA-X power-sharing agreements
dataset version 8 (Bell and Badanjak 2019) which contains data from 1990 to the end of
2023. We consider all available power-sharing agreements in the dataset, only filtering
out those that are not signed. In total, there are 514 instances of a signed power-sharing
agreements in our dataset.

Simulating expected violence with and without policies in place is possible as it re-
quires multiplying the transition matrix with the average fatalities by stage. Every addi-
tional multiplication gives the expected number of fatalities for the next month. We first
simulate the model without policies in place by multiplying the transition matrix with
the damage vector.

We then simulate violence reduction from policy by imposing policies of effectiveness
τ in all stages for which we see power-sharing agreements in the data. Denote the tran-
sition matrix with interventions as Ti and the transition matrix without interventions as
T and take the distribution across stages at the moment of an agreement as S0, and the
damage vector (fatalities in different stages) to be D.

Then we calculate at each time step the distributions across stages in the post-treatment
period t > 0 as

Si,t = Si,t−1(Ti)
t

and without treatment Sn,t:
Sn,t = Sn,t−1(T)t

If we multiply these two changing distributions by the damage vector we arrive at the
simulated average of fatalities with and without treatment. To calibrate τ we target the
value of

(Si,t ∗ D − Si,n ∗ D)/(Sn,t ∗ D)

which is the relative reduction in violence with treatment.
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Figure E5: Approximating effectiveness

(A) Stages in which power-sharing agreements
take place
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NOTES: Panel A shows the distribution across stages at the moment of a power-sharing agreement.
For example, we see that 30% of power-sharing agreements take place in stage 11. Panel B shows the
percentage reduction in violence over 18 months, assuming a τ of 2, 5, 10, 16, and 20%. The optimal
policy vector is assumed to take a value of 1 where the distribution across stages at the moment of a
power-sharing agreement exceeds 5%. In practice, this means the simulation is conducted under the
assumption that a policymaker intervenes in stages 9, 10, 11, and 12.

24


	Introduction
	A Stylized Model of Policy Interventions
	Two-stage Model
	Solution Characterization
	The Role of the Transition Matrix
	Crowding out Prevention

	S-stage Model
	The Information Rent from Forecasting

	Application: Armed Conflict
	Background: Conflict Prevention Policies
	Risk Stages and Full vs Partial Information
	Conflict Risk Stages
	Transition Matrices

	Damages
	Policy Effectiveness and Costs

	Results
	From Static to Dynamic Damages
	Optimal Policy under Full Information
	Complementarity versus Substitutability

	Information Rent
	Robustness and Additional Results


	Conclusion
	Model Appendix
	Preliminaries for Proof of Propositions 1 and 2
	Proof of Proposition 1
	Proof of Proposition 2
	The Role of Forecasting in Prevention Policy

	Hidden Markov Model
	Damages
	Additional Figures
	Stage Visit History
	Intervention Costs
	Static and Dynamic Damages by GDP per Capita
	Transition Matrix 
	Additional Results

	Approximating Effectiveness  Using Power-Sharing Agreements



